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UNIT-I
PHYSICAL LAYER



A network is a set of devices (often referred to as nodes) 
connected by communication links.

A node can be a computer, printer, or any other device 
capable of sending and/or receiving data generated by 
other nodes on the network.

NETWORK

CSE,NRCM MR. K. SESHAGIRI RAO, 
Assistant Professor



A collection of Autonomous computers 
interconnected by a single Technology.

or
A set of nodes(often referred to as computers) 
connected by communication links.

Computer Networks

CSE,NRCM MRS. N Radhamma, Assistant 
Professor



Types of connections: 
point-to-point and multipoint

CSE,NRCM MR. K. SESHAGIRI RAO, 
Assistant Professor



Data flow (simplex, half-duplex, and full-duplex)

CSE,NRCM



Network Topologies

What is a network topology?

In communication networks, a topology 
is a usually schematic description of the 
arrangement of a network, including its 
nodes and connecting lines.

CSE,NRCM MRS.N.RadhammaAssistant 
Professor



Network topologies

CSE,NRCM MRS. N Radhamma, Assistant 
Professor



Mesh Topology

CSE,NRCM
MRS. N Radhamma, Assistant 

Professor



Star Topology

CSE,NRCM
MRS. N Radhamma,, Assistant 

Professor



Tree Topology

CSE,NRCM
MRS. N Radhamma,,, Assistant 

Professor



Bus Topology

CSE,NRCM
MRS. N Radhamma,,, Assistant 

Professor



Ring Topology

CSE,NRCM
MRS. N Radhamma,,, Assistant Professor



Hybrid Topology

CSE,NRCM
MRS. N Radhamma,,Assistant 

Professor



Categories of networks
1.Local Area Networks(LANs)
2.MetroPolitan Area Networks(MANs)
3.Wide Area Networks(WANs)

CSE,NRCM
MRS. N Radhamma,,, Assistant 

Professor



CSE,NRCM
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Professor



Local Area Network

CSE,NRCM
MRS. N Radhamma,,, Assistant 

Professor



Local Area Network

CSE,NRCM
MRS. N Radhamma,,, Assistant 

Professor



Metropolitan Area Network

CSE,NRCM
MRS. N Radhamma,,, Assistant 

Professor



Wide Area Network

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Internetwork 
(Internet)

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Hierarchical organization of the Internet

THE INTERNET

CSE,NRCM
MRS. N Radhamma,,, Assistant 

Professor



EX: National ISP’s
• SprintLink
• PSINet
• UUNet Technology
• AGIS and internet MCI

CSE,NRCM MR. K. SESHAGIRI RAO, 
Assistant Professor



PROTOCOLS

• A protocol is a set of rules that govern data 
communications.

• The key elements of a protocol are
-> syntax
-> semantics
-> timing.

CSE,NRCM MRS. N Radhamma,Assistant 
Professor



Standards Organizations
• standards creation committees

->International Organization for 
Standardization (ISO)
->International Telecommunication Union- 

Telecommunication Standards Sector (ITU-T)
->American National Standards Institute (ANSI)
->Institute of Electrical and Electronics 
Engineers (IEEE).
->Electronic Industries Association (EIA)

CSE,NRCM MRS. N Radhamma, Assistant 
Professor



• Forums
• Regulatory Agencies

(FCC)Federal communications commission
• Internet Standards

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Network Models

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



THE OSI MODEL

•Established  in  1947,  the  International  Standards 
Organization (ISO) is a multinational body dedicated 
to worldwide agreement on international standards.

•An ISO standard that covers all aspects of network 
communications is the Open Systems Interconnection 
(OSI) model. It was first introduced in the late 1970s.

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Seven layers of the OSI model

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



OSI Reference Model

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



An exchange using the OSI model

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Physical layer

The physical layer is responsible for movements of 
individual bits from one hop (node) to the next.

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Physical layer functionalities

• Physical characteristics of interfaces and 
medium

• Representation of bits
• Data rate
• Synchronization of bits
• Line configuration.
• Physical topology
• Transmission mode

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant Professor



Data link layer

The data link layer is responsible for moving 
frames from one hop (node) to the next.

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Data link layer

• Framing.
• Physical addressing
• Flow control
• Error control
• Access control

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Hop-to-hop delivery

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Network layer

The network layer is responsible for the
delivery of individual packets from 

the source host to the destination host.
CSE,NRCM

MR. K. SESHAGIRI RAO, Assistant 
Professor



Network Layer

• packets
• Logical addressing
• Routing

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Source-to-destination delivery

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Transport layer

The transport layer is responsible for the delivery 
of a message from one process to another.

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Transport Layer

• Service-point addressing.
• Segmentation and reassembly
• Connection control.
• Flow control
• Error control

CSE,NRCM
MRS. N Radhamma, Assistant 

Professor



Reliable process-to-process delivery of a message

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Session layer

The session layer is responsible for dialog
control and synchronization.

CSE,NRCM
MRS. N Radhamma, Assistant 

Professor



Session Layer

• Dialog control
• Synchronization(maintaining check points)

CSE,NRCM
MRS. N Radhamma, Assistant 

Professor



Presentation layer

The presentation layer is responsible for translation, 
compression, and encryption.

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Presentation Layer

• Translation.
• Encryption.
• Compression.

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Application layer

CSE,NRCM
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Professor



Application Layer

• Network virtual terminal
• File transfer, access, and management.
• Mail services.
• Directory services.

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



Summary of layers

CSE,NRCM
MR. K. SESHAGIRI RAO, Assistant 

Professor



TCP/IP PROTOCOL SUITE

The layers in the TCP/IP protocol suite do not exactly 
match those in the OSI model.

4 layers in TCP/IP suite:

1. Application layer
2. Transport layer
3. Internet layer
4. Host-to-network-layer



TCP/IP and OSI model



OSI(Open System Interconnection) TCP/IP(Transmission Control Protocol / 
Internet Protocol)

1. OSI is a generic, protocol independent 
standard, acting as a communication gateway 
between the network and end user.

1. TCP/IP model is based on standard protocols 
around which the Internet has developed. It is a 
communication protocol, which allows connection 
of hosts over a network.

2. In OSI model the transport layer guarantees the 
delivery of packets

2. In TCP/IP model the transport layer does not 
guarantees delivery of packets.

3. Follows horizontal approach 3. Follows vertical approach.
4. OSI model has a separate Presentation layer
and Session layer.

4. TCP/IP does not have a separate Presentation
layer or Session layer.

5. OSI is a general model. 5. TCP/IP model cannot be used in any other
application.

6. Network layer of OSI model provide both 
connection oriented and connectionless service.

6. The Network layer in TCP/IP model provides 
connectionless service.

7. Protocols are hidden in OSI model and are 
easily replaced as the technology changes.

7. In TCP/IP replacing protocol is not easy.

8. OSI model defines services, interfaces and 
protocols very clearly and makes clear distinction 
between them.

8. In TCP/IP it is not clearly separated its services, 
interfaces and protocols.

9. It has 7 layers 9. It has 4 layers
10. OSI is best one in terms of architecture 10.TCP/IP is best one in terms of Protocols

Difference between OSI and TCP/IP



ADDRESSING

Four levels of addresses are used in an internet employing 
the TCP/IP protocols: physical, logical, port, and specific.

Topics discussed in this section:
Physical Addresses 
Logical Addresses 
Port Addresses 
Specific Addresses



Addresses in TCP/IP



Figure 2.18 Relationship of layers and addresses in TCP/IP



Physical addresses



IP addresses



Port addresses



Physical layer



Transmission Media

A transmission medium can be broadly defined as 
anything that can carry information from a source to a 
destination



Classes of transmission media



Twisted-Pair Cable
A  twisted  pair  consists  of  two  conductors  (normally 
copper), each with its own plastic insulation, twisted 
together.



UTP and STP cables



UTP connector



Coaxial Cable
Coaxial cable (or coax) carries signals of higher frequency ranges
than those in twisted-pair cable.



Fiber-Optic Cable
A fiber-optic cable is made of glass or plastic and transmits signals in 
the form of light.

Transmission of lightray



Bending of light ray:



Propagation modes



Fiber construction





Fiber optic cable



Applications

 Twisted-pair cable is used for voice 
and data communications

 Coaxial cable is used in cable TV 
networks and traditional Ethernet 
LANs.

 Fiber-optic cable is used in 
backbone networks, cable TV 
networks, and Fast Ethernet networks



UNGUIDED MEDIA: WIRELESS

Unguided media transport electromagnetic waves without 
using a physical conductor.



Electromagnetic spectrum for wireless communication



Wireless transmission waves



Radio Waves
waves ranging in frequencies between 3 kHz and 1 GHz are
normally called radio waves

Radio waves are used for multicast communications, such as radio and
television, and paging systems.



Microwaves
Electromagnetic waves having frequencies between 1 and 300 GHz are 
called micro-waves Microwaves are used for uncast communication 
such as cellular telephones, satellite networks, and wireless LANs.

Unidirectional antennas



Infrared waves

 Infrared waves, with frequencies from 
300 GHz to 400 THz.

 Infrared signals can be used for short- 
range communication in a closed area 
using line-of-sight propagation.

 Applications : wireless keyboards, PCs, 
and printers.



II UNIT
DATA LINK LAYER



Data link layer

 Responsibilities
 Framing
 Addressing
 Flow control
 Media Access Control
 Error control

 Error detection
 Error correction



Data can be corrupted 
during transmission.

Some applications require that 
errors be detected and corrected.

Note



In a single-bit error, only 1 bit in the data 
unit has changed.

Note



Single-bit error



A burst error means that 2 or more bits in the 
data unit have changed.

Note



Burst error of length 8



Figure A frame in a character-oriented protocol

Framing

-character oriented framing



Byte stuffing is the process of adding 1 
extra byte whenever there is a flag or 

escape character in the text.

Note



Figure Character stuffing or Byte stuffing



Figure A frame in a bit-oriented protocol



Bit stuffing is the process of adding one 
extra 0 whenever five consecutive 1s 

follow a 0 in the data, so that the 
receiver does not mistake

the pattern 0111110 for a flag.

Note



Figure Bit stuffing and unstuffing



To detect or correct errors, we need to send extra 
(redundant) bits with data.

Note



Figure Datawords and codewords in block coding



Figure The structure of encoder and decoder



Figure XORing of two single bits or two words



Error Detection

• Enough redundancy is added to detect 
an error.

• The receiver knows an error occurred 
but does not know which bit(s) is(are) in 
error.

• Has less overhead than error correction.



CYCLIC CODES
Cyclic codes are special linear block codes with 
one  extra  property.  In  a  cyclic  code,  if  a 
codeword  is  cyclically  shifted  (rotated),  the 
result is another codeword.

“Cyclic Redundancy check”



Figure CRC encoder and decoder



Figure Division in CRC encoder



Figure Division in the CRC decoder for two cases



10.

Table 10.6 A CRC code with C(7, 4)



Using Polynomials

 We can use a polynomial to represent a 
binary word.

 Each bit from right to left is mapped onto a 
power term.

 The rightmost bit represents the “0” power 
term. The bit next to it the “1” power term, 
etc.

 If the bit is of value zero, the power term is 
deleted from the expression.



Figure A polynomial to represent a binary word



Figure 10.22 CRC division using polynomials



The divisor in a cyclic code is normally 
called the generator polynomial

or simply the generator.

Note



Table 10.7 Standard polynomials



CRC Example2



CHECKSUM

checksum is used detect errors and used in the 
Internet by several protocols although not at the 
data link layer.



checksum

1 0 0 1



checksum



11.33

FLOW AND ERROR CONTROL

The most important responsibilities of the data link 
layer are flow control and error control. Collectively, 
these functions are known as data link control.

Topics discussed in this section:
Flow Control 
Error Control



Flow control refers to a set of procedures 
used to restrict the amount of data

that the sender can send before 
waiting for acknowledgment.

Note



Error control in the data link layer is 
based on automatic repeat request, 
which is the retransmission of data.

Note



Figure Taxonomy of protocols discussed in this chapter



NOISELESS CHANNELS

Let us first assume we have an ideal channel in which 
no  frames  are  lost,  duplicated,  or  corrupted.  We 
introduce two protocols for this type of channel.

Topics discussed in this section:
Simplest Protocol
Stop-and-Wait Protocol



 simplest protocol with no flow or error control



Figure Flow diagram



Figure Design of Stop-and-Wait Protocol



Figure Flow diagram



NOISY CHANNELS

Although the Stop-and-Wait Protocol gives us an idea 
of how to add flow control to its predecessor, noiseless 
channels are nonexistent. We discuss three protocols 
in this section that use error control.

Topics discussed in this section:
Stop-and-Wait Automatic Repeat Request 
Go-Back-N Automatic Repeat Request 
Selective Repeat Automatic Repeat Request



Error correction in Stop-and-Wait ARQ is 
done by keeping a copy of the sent 

frame and retransmitting of the frame 
when the timer expires.

Note



In Stop-and-Wait ARQ, we use sequence 
numbers to number the frames.

Note



Figure Design of the Stop-and-Wait ARQ Protocol



Figure Flow diagram Stop-and-Wait ARQ Protocol



Figure Send window for Go-Back-N ARQ



The send window is an abstract concept 
defining an imaginary box of size 2m − 1 

with three variables: Sf, Sn, and Ssize.

Note



Figure Receive window for Go-Back-N ARQ



•The receive window is an abstract 
concept defining an imaginary box

of size 1 with one single variable Rn.

•The window slides when a correct 
frame has arrived; sliding occurs one 
slot at a time.

Note



Figure Design of Go-Back-N ARQ



Figure 11.17 Flow diagram GO-BACK-n Protocol



11.53

Stop-and-Wait ARQ is a special case of 
Go-Back-N ARQ in which the size of the 

send window is 1.

Note



11.54

Selective Repeat ARQ



11.55

Receive window for Selective Repeat ARQ



11.56

Figure 11.20 Design of Selective Repeat ARQ



11.57

In Selective Repeat ARQ, the size of the 
sender and receiver window

must be at most one-half of 2m.

Note



Figure Flow diagram for Selective Repeat ARQ



11-6 HDLC

High-level Data Link Control (HDLC) is a bit-oriented 
protocol for communication  over  point-to-point and 
multipoint links. It implements the ARQ mechanisms 
we discussed in this chapter.



11.60

Figure 11.27 HDLC frames



11.61

Figure 11.28 Control field format for the different frame types



11.62

POINT-TO-POINT PROTOCOL

Although HDLC is a general protocol that can be used 
for both point-to-point and multipoint configurations, 
one of the most common protocols for point-to-point 
access is the Point-to-Point Protocol (PPP). PPP is a 
byte-oriented protocol.



11.63

PPP frame format



11.64

PPP is a byte-oriented protocol using 
byte stuffing with the escape byte 

01111101.

Note



Transition phases



McGraw-Hill ©The McGraw-Hill Companies, Inc., 2000

Medium Access Control



Data link layer divided into two functionality-oriented sublayers



Taxonomy of multiple-access protocols discussed in this chapter



RANDOM ACCESS

In  random  access  or  contention  methods,  no  station  is 
superior  to  another  station  and  none  is  assigned  the 
control  over  another.  No  station  permits,  or  does  not 
permit, another station to send.

Topics discussed in this section:

ALOHA
Carrier Sense Multiple Access
Carrier Sense Multiple Access with Collision Detection
Carrier Sense Multiple Access with Collision Avoidance



Frames in a pure ALOHA network



Procedure for pure ALOHA protocol



Vulnerable time for pure ALOHA protocol



Frames in a slotted ALOHA network



Vulnerable time for slotted ALOHA protocol



CSMA/CD
Carrier Sense Multiple Access with 
Collision Detection



Space/time model of the collision in CSMA

B

C



Vulnerable time in CSMA



Behavior of three persistence methods



Flow diagram for three persistence methods



Collision of the first bit in CSMA/CD



Collision and abortion in CSMA/CD



Flow diagram for the CSMA/CD



CSMA/CA
Carrier Sense Multiple Access with 
Collision Avoidance



Timing in CSMA/CA



In CSMA/CA, the IFS can also be used to 
define the priority of a station or a frame.

Note



Flow diagram for CSMA/CA



CONTROLLED ACCESS

In  controlled  access,  the  stations  consult  one 
another to find which station has the right to send. 
A  station  cannot  send  unless  it  has  been 
authorized by other stations.

Topics discussed in this section:

Reservation 
Polling
Token Passing



Reservation access method



polling

Polling – one device as primary station and the other device as secondary station

Select – primary device wants to send data to secondary device, secondary 
device gets ready to receive
Poll – primary device solicits (ask) transmissions from secondary devices



Logical ring and physical topology in token-passing access method



CHANNELIZATION

Channelization is a multiple-access method in
which the available bandwidth of a link is shared in 
time,  frequency,  or  through  code,  between 
different stations.

Topics discussed in this section:

Frequency-Division Multiple Access (FDMA) 
Time-Division Multiple Access (TDMA) 
Code-Division Multiple Access (CDMA)



 FDMA: Frequency Division Multiple Access:
 Transmission medium is divided into M separate frequency bands
 Each station transmits continuously on the assigned band at an average rate of

R/M
 A node is limited to an average rate equal R/M (where M is number of nodes)

even when it is the only node with frame to be sent

CHANNELIZATION - FDMA



In FDMA, the available bandwidth 
of the common channel is divided into

bands that are separated by guard bands.

Note



Frequency-division multiple access (FDMA)



 TDMA: Time Division Multiple Access
 The entire bandwidth capacity is a single channel with its capacity shared in

time between M stations
 A node must always wait for its turn until its slot time arrives even when it is

the only node with frames to send
 A node is limited to an average rate equal R/M (where M is number of nodes)

even when it is the only node with frame to be sent

CHANNELIZATION - TDMA



In TDMA, the bandwidth is just one channel 
that is timeshared between different 

stations.

Note



Time-division multiple access (TDMA)



 CDMA: Code Division Multiple Access
 In CDMA, one channel carries all transmissions simultaneously
 Each station codes its data signal by a specific codes before

transmission
 The stations receivers use these codes to recover the data for the

desired station

CHANNELIZATION - CDMA



In CDMA, one channel carries all 
transmissions simultaneously.

Note



Simple idea of communication with code



Data representation in CDMA



Chip sequences



Sharing channel in CDMA



Digital signal created by four stations in CDMA



Collision-Free Protocols
A Bit-Map Protocol



binary countdown protocol



IEEE STANDARDS
IEEE 802.1 INTERNET WORKING

IEEE 802.3 Ethernet 

IEEE 802.4 Token bus 

IEEE 802.5 Token Ring

IEEE 802.6 Metropolitan Area Networks
IEEE 802.11 Wireless LAN 

IEEE 802.15 Wireless PAN

IEEE 802.15.1 (Bluetooth certification)



13.110



STANDARD ETHERNET(802.3)

The original Ethernet was created in 1976 at Xerox’s 
Palo Alto Research Center (PARC). Since then, it has 
gone through four generations. We briefly discuss the 
Standard (or traditional) Ethernet in this section.

Topics discussed in this section:
MAC Sublayer 
Physical Layer

13.111



13.112

Figure 13.3 Ethernet evolution through four generations



• STANDARD ETHERNET

• FAST ETHERNET

• GIGABIT ETHERNET

• TEN-GIGABIT ETHERNET



13.115

Figure 13.4 802.3 MAC frame



13.116

Figure 13.5 Minimum and maximum lengths



13.117

Figure 13.6 Example of an Ethernet address in hexadecimal notation



13.118

Figure 13.7 Unicast and multicast addresses



13.120

Categories of Standard Ethernet



Figure 13.9 Encoding in a Standard Ethernet implementation

Use digital signaling (baseband) at 10Mbps



Figure 13.10 10Base5 implementation

1. Known as Thicknet
2. Thick coaxial cable
3. Uses bus topology with external transceiver
4. Max length of each segment 500m



Figure 13.11 10Base2 implementation

1. Knows as Thin Ethernet
2. Uses bus topology with thin and flexible cable
3. Transceiver – part of NIC
4. Max length of each segment 185m



10Base-T implementation

1. Knows as twisted pair Ethernet
2. Uses physical star topology
3. Stations connected to hub
4. Max length 100m



10Base-F implementation

1. Uses star topology
2. Stations connected to hub



Table 13.1 Summary of Standard Ethernet implementations



Figure 13.20 Fast Ethernet implementations

FAST ETHERNET



Encoding for Fast Ethernet implementation



Figure 13.23 Gigabit Ethernet implementations

GIGABIT ETHERNET



Figure 13.24 Encoding in Gigabit Ethernet implementations



13.131

Table 13.3 Summary of Gigabit Ethernet implementations



15.132

Five categories of Connecting devices



15.133

Figure 15.2 A repeater connecting two segments of a LAN



15.134

A repeater connects segments of a LAN.

Note



15.135

A repeater forwards every frame; 
it has no filtering capability.

Note



15.136

A repeater is a regenerator, 
not an amplifier.

Note



15.137

Figure 15.3 Function of a repeater



Figure 15.4 A hierarchy of hubs



15.139

A bridge has a table used in 
filtering decisions.

Note



15.140

Figure 15.5 A bridge connecting two LANs



15.141

A bridge does not change the physical 
(MAC) addresses in a frame.

Note



15.142

Figure 15.6 A learning bridge and the process of learning



Figure 15.7 Loop problem in a learning bridge



15.144

Forwarding and blocking ports after using spanning tree
algorithm



Spanning Tree Bridges

(a) Interconnected LANs. (b) A spanning tree covering the 
LANs. The dotted lines are not part of the spanning tree.



Bridge types

1. Source routing bridges
* Routing parameters will be take care by source only

1. Transparent bridges
2. Remote bridges



Remote Bridges

Remote bridges can be used to interconnect distant LANs.



15.148

Figure 15.11 Routers connecting independent LANs and WANs



Gateways

• These connect two computers that use different 
connection- oriented transport protocols. For example, 
suppose a computer using the connection-oriented TCP/IP 
protocol needs to talk to a computer using the connection-
oriented ATM transport protocol.

•The transport gateway can copy the packets from one
connection to the other, reformatting them as need be.

• Finally, application gateways understand the format 
and contents of the data and translate messages from one 
format to another. An e-mail gateway could translate Internet 
messages into S M S  messages for mobile phones, for example.



The Network Layer

III UNIT



Network Layer Design Isues

• Store-and-Forward Packet Switching
• Services Provided to the Transport Layer
• Implementation of Connectionless Service
• Implementation of Connection-Oriented Service
• Comparison of Virtual-Circuit and Datagram Subnets



Store-and-Forward Packet Switching

The environment of the network layer protocols.

fig 5-1



Implementation of Connection-Oriented Service

Routing within a virtual-circuit subnet.



Implementation of Connectionless Service

Routing within a diagram subnet.



Comparison of Virtual-Circuit and 
Datagram Subnets

5-4



Routing Algorithms

• The Optimality Principle
• Shortest Path Routing
• Flooding
• Distance Vector Routing
• Link State Routing
• Hierarchical Routing



The Optimality Principle

(a) A subnet. (b) A sink tree for router B.



Distance Vector Routing

(a) A subnet. (b) Input from A, I, H, K, and the new
routing table for J.



Distance Vector Routing (2)

The count-to-infinity problem.



Link State Routing

Each router must do the following:
1. Discover its neighbors, learn their network address.
2. Measure the delay or cost to each of its neighbors.
3. Construct a packet telling all it has just learned.
4. Send this packet to all other routers.
5. Compute the shortest path to every other router.



Learning about the Neighbors

(a) Nine routers and a LAN. (b) A graph model of (a).



Measuring Line Cost

A subnet in which the East and West parts are connected by two lines.



Building Link State Packets

(a) A subnet. (b) The link state packets for this subnet.



Distributing the Link State Packets

The packet buffer for router B in the previous slide (Fig. 5-13).



Hierarchical Routing

Hierarchical routing.



Shortest Path Routing

The first 5 steps used in computing the shortest path from A to D.
The arrows indicate the working node.



Broadcast Routing

Reverse path forwarding. (a) A subnet. (b) a Sink tree. (c) The
tree built by reverse path forwarding.



Multicast Routing

(a) A network. (b) A spanning tree for the leftmost router.
(c) A multicast tree for group 1. (d) A multicast tree for group 2.



Congestion Control Algorithms

• General Principles of Congestion Control
• Congestion Prevention Policies
• Congestion Control in Virtual-Circuit Subnets
• Jitter Control



Congestion

When too much traffic is offered, congestion sets in and
performance degrades sharply.



General Principles of Congestion Control

1. Monitor the system .
– detect when and where congestion occurs.

2. Pass information to where action can be taken.
3. Adjust system operation to correct the problem.



Congestion Prevention Policies

Policies that affect congestion.

5-26



Congestion Control in Virtual-Circuit 
Subnets

(a) A congested subnet. (b) A redrawn subnet, eliminates 
congestion and a virtual circuit from A to B.



Congestion Control in Datagram 
Subnets

• The warning bit
• Choke packets
• Load shedding
• Random Early Detection



Hop-by-Hop 
Choke Packets

(a) A choke packet that affects
only the source.

(b) A choke packet that affects
each hop it passes through.



Jitter Control

(a) High jitter. (b) Low jitter.



Congestion control Algorithms

• The Leaky Bucket Algorithm
• Token Bucket Algorithm



The Leaky Bucket Algorithm

(a) A leaky bucket with water. (b) a leaky bucket with packets.



The Token Bucket Algorithm

(a) Before. (b) After.

5-34



IPv4 ADDRESSES

An IPv4 address is a 32-bit address that uniquely and 
universally  defines  the  connection  of  a  device  (for 
example, a computer or a router) to the Internet.

Topics discussed in this section:
Address Space 
Notations
Classful Addressing 
Classless Addressing
Network Address Translation (NAT)



19.3

An IPv4 address is 32 bits long.

Note



19.4

The IPv4 addresses are unique 
and universal.

Note



The address space of IPv4 is
232 or 4,294,967,296.

Note

Address space: is the total no of addresses
by the protocol

used



19.6

Figure 19.1 Dotted-decimal notation and binary notation for an IPv4 address



Solution
a. There must be no leading zero (045).
b. There can be no more than four numbers.
c. Each number needs to be less than or equal to 255.
d. A mixture of binary notation and dotted-decimal 

notation is not allowed.
19.7

Find the error, if any, in the following IPv4 addresses.

Example 19.3



19.8

In classful addressing, the address 
space is divided into five classes: 

A, B, C, D, and E.

Note



19.9

Figure 19.2 Finding the classes in binary and dotted-decimal notation



Find the class of each address.
a. 00000001 00001011 00001011 11101111
b. 11000001 10000011 00011011 11111111
c. 14.23.120.8
d. 252.5.15.111

Solution
a. The first bit is 0. This is a class A address.
b. The first 2 bits are 1; the third bit is 0. This is a class C 

address.
c. The first byte is 14; the class is A.
d. The first byte is 252; the class is E.

19.10

Example 19.4



19.11

Table 19.1 Number of blocks and block size in classful IPv4 addressing



19.12

In classful addressing, a large part of the 
available addresses were wasted.

Note



19.13

Classful addressing, which is almost 
obsolete, is replaced with classless 

addressing.

Note



Classless Addresses :A block of 16 addresses granted to a small organization



In IPv4 addressing, a block of 
addresses can be defined as

x.y.z.t /n
in which x.y.z.t defines one of the 

addresses and the /n defines the mask.

Note



19.16

Table 19.2 Default masks for classful addressing



The first address in the block can be 
found by setting the rightmost

32 − n bits to 0s.

Note



A block of addresses is granted to a small organization. 
We know that one of the addresses is 205.16.37.39/28. 
What is the first address in the block?

Solution
The binary representation of the given address is 

11001101 00010000 00100101 00100111
If we set 32−28 rightmost bits to 0, we get

11001101 00010000 00100101 00100000
or 

205.16.37.32.
.

Example 19.6



The last address in the block can be 
found by setting the rightmost

32 − n bits to 1s.

Note



Find the last address for the block in Example 19.6.

Solution
The binary representation of the given address is 

11001101 00010000 00100101 00100111
If we set 32 − 28 rightmost bits to 1, we get 

11001101 00010000 00100101 00101111
or 

205.16.37.47
This is actually the block shown in Figure 19.3.

Example 19.7



The number of addresses in the block
can be found by using the formula 

232−n.

Note



19.22

Figure 19.4 A network configuration for the block 205.16.37.32/28



19.23

Table 19.3 Addresses for private networks



A NAT implementation



Addresses in a NAT



NAT address translation



IPv6 ADDRESSES

Despite all short-term solutions, address depletion is 
still a long-term problem for the Internet. This and 
other problems in the IP protocol itself have been the 
motivation for IPv6.

Topics discussed in this section:
Structure 
Address Space



19.28

An IPv6 address is 128 bits long.

Note



19.29

Figure 19.14 IPv6 address in binary and hexadecimal colon notation



19.30

Figure 19.15 Abbreviated IPv6 addresses



20.32

Tunneling



Internetworking

• How Networks Differ
• How Networks Can Be Connected
• Concatenated Virtual Circuits
• Connectionless Internetworking
• Tunneling
• Internetwork Routing
• Fragmentation



Connecting Networks

A collection of interconnected networks.



How Networks Differ

Some of the many ways networks can differ.

5-43



How Networks Can Be Connected

(a) Two Ethernets connected by a switch.
(b) Two Ethernets connected by routers.



Concatenated Virtual Circuits

Internetworking using concatenated virtual circuits.



Connectionless Internetworking

A connectionless internet.



Fragmentation

(a) Transparent fragmentation. (b) Nontransparent fragmentation.



21.41

ADDRESS MAPPING

The delivery of a packet to a host or a router requires 
two levels of addressing: logical and physical. We need 
to be able to map a logical address to its corresponding 
physical address and vice versa. This can be done by 
using either static or dynamic mapping.

Topics discussed in this section: 
Mapping Logical to Physical Address 
Mapping Physical to Logical Address



21.42

An ARP request is broadcast; 
an ARP reply is unicast.

Note



21.43

Figure 21.1 ARP operation



Reverse Address Resolution Protocol 
(RARP)

TO find logical address for a machine that knows only its physical
address



21.45

DHCP provides static and dynamic 
address allocation that can be 

manual or automatic.

Note



Dynamic Host Configuration Protocol

Operation of DHCP.



ICMP

The  IP  protocol  has  no  error-reporting  or  error- 
correcting mechanism. The IP protocol also lacks a 
mechanism  for  host  and  management  queries.  The 
Internet Control Message Protocol (ICMP) has been 
designed to compensate for the above two deficiencies. 
It is a companion to the IP protocol.

Topics discussed in this section:
Types of Messages 
Message Format
Error Reporting and Query 
Debugging Tools



Internet Control Message Protocol

The principal ICMP message types.
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21.49

IGMP

The  IP  protocol  can  be  involved  in  two  types  of 
communication:  unicasting  and  multicasting.  The 
Internet Group Management Protocol (IGMP) is one 
of the necessary, but not sufficient, protocols that is 
involved in multicasting. IGMP is a companion to the 
IP protocol.



21.50

IGMP operation



UNIT-IV
The Transport Layer



The Transport Service

• Services Provided to the Upper Layers
• Transport Service Primitives



Services Provided to the Upper Layers

The network, transport, and application layers.



Transport Service Primitives

The primitives for a simple transport service.



Transport Service Primitives (2)

The nesting of TPDUs, packets, and frames.



Transport Service Primitives (3)

A state diagram for a simple connection management scheme. Transitions labeled 
in italics are caused by packet arrivals. The solid lines show the client's state 
sequence. The dashed lines show the server's state sequence.



Elements of Transport Protocols

• Addressing
• Connection Establishment
• Connection Release
• Flow Control and Buffering
• Multiplexing
• Crash Recovery



Connection Establishment

Three protocol scenarios for establishing a connection using a 
three-way handshake. CR denotes CONNECTION REQUEST.
(a) Normal operation,
(b) Old CONNECTION REQUEST appearing out of nowhere.
(c) Duplicate CONNECTION REQUEST and duplicate ACK.



Connection Release

Abrupt disconnection with loss of data.



Connection Release (2)

The two-army problem.



Connection Release (3)

Four protocol scenarios for releasing a connection. (a) Normal case of a
three-way handshake. (b) final ACK lost.

6-14, a, b



Connection Release (4)

(c) Response lost. (d) Response lost and subsequent DRs lost.

6-14, c,d



Flow Control and Buffering

(a) Chained fixed-size buffers. (b) Chained variable-sized buffers.
(c) One large circular buffer per connection.



Crash Recovery

Different combinations of client and server strategy.



The Internet Transport Protocols: UDP

• Introduction to UDP
• Remote Procedure Call
• The Real-Time Transport Protocol



Introduction to UDP

The UDP header.



Remote Procedure Call

Steps in making a remote procedure call. The stubs are shaded.



The Real-Time Transport Protocol

(a) The position of RTP in the protocol stack. (b) Packet nesting.



The Real-Time Transport Protocol (2)

The RTP header.



The Internet Transport Protocols: TCP
• Introduction to TCP
• The TCP Service Model
• The TCP Protocol
• The TCP Segment Header
• TCP Connection Establishment
• TCP Connection Release
• TCP Connection Management Modeling
• TCP Transmission Policy
• TCP Congestion Control
• TCP Timer Management
• Wireless TCP and UDP
• Transactional TCP



The TCP Service Model

Some assigned ports.

Port Protocol Use
21 FTP File transfer
23 Telnet Remote login
25 SMTP E-mail
69 TFTP Trivial File Transfer Protocol
79 Finger Lookup info about a user
80 HTTP World Wide Web

110 POP-3 Remote e-mail access
119 NNTP USENET news



The TCP Service Model (2)

(a) Four 512-byte segments sent as separate IP datagrams.
(b) The 2048 bytes of data delivered to the application in a single

READ CALL.



The TCP Segment Header

TCP Header.



The TCP Segment Header (2)

The pseudoheader included in the TCP checksum.



TCP Connection Establishment

(a) TCP connection establishment in the normal case.
(b) Call collision.
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TCP Connection Management Modeling

The states used in the TCP connection management finite state machine.



TCP Connection Management Modeling (2)

TCP connection 
management finite state 
machine. The heavy solid 
line is the normal path for a 
client. The heavy dashed 
line is the normal path for a 
server. The light lines are 
unusual events. Each 
transition is labeled by the 
event causing it and the 
action resulting from it, 
separated by a slash.



TCP Transmission Policy

Window management in TCP.



TCP Transmission Policy (2)

Silly window syndrome.



TCP Congestion Control

(a) A fast network feeding a low capacity receiver.
(b) A slow network feeding a high-capacity receiver.



UNIT-V
The Application Layer

9/20/2023



DNS – The Domain Name System

• The DNS Name Space

9/20/2023



Figure 25.1 Example of using the DNS service



The DNS Name Space

A portion of the Internet domain name space.
9/20/2023



Name Servers

Part of the DNS name space showing the division into zones.
9/20/2023



Figure 25.3 Domain names and labels
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Figure 25.4 FQDN and PQDN
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Figure 25.5 Domains
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Electronic Mail

• Architecture and Services
• The User Agent
• Message Formats
• Message Transfer
• Final Delivery

9/20/2023



SMTP 
POP3 
IMAP
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The World Wide Web

• Architectural Overview
• Static Web Documents
• Dynamic Web Documents
• HTTP – The HyperText Transfer Protocol

9/20/2023



Architectural 
Overview

(a) A Web page (b) The page reached by clicking on
Department of Animal Psychology.9/20/2023



Architectural Overview (2)

The parts of the Web model.
9/20/2023



The Client Side

(a) A browser plug-in. (b) A helper application.
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The Server Side

A multithreaded Web server with a front end and processing modules.
9/20/2023



URLs – Uniform Resource Locaters

Some common URLs.
9/20/2023



Statelessness and Cookies

Some examples of cookies.

9/20/2023



HTML – HyperText Markup Language

(a) The HTML for a sample Web page. (b) The formatted page.
9/20/2023

(b)



HTML (2)

A selection of common HTML tags.
some can have additional parameters.9/20/2023



Forms

(a) An HTML table.
(b) A possible rendition of this

table.

9/20/2023



Forms (2)

(a) The HTML for an
order form.

(b) The formatted page.

(b)9/20/2023



Dynamic Web Documents

Steps in processing the information from an HTML form.

9/20/2023



Client-Side Dynamic Web Page Generation (2)

(a) Server-side scripting with PHP.
9/20/2023 (b) Client-side scripting with JavaScript.



Client-Side Dynamic Web Page Generation (5)

The various ways to generate and display content.
9/20/2023



HTTP Methods

The built-in HTTP request methods.
9/20/2023



HTTP Methods (2)

The status code response groups.
9/20/2023



26-1 REMOTE
LOGGING(TELNET)

It would be impossible to write a specific client/server
program  for  each  demand.  The  better  solution  is  a 
general-purpose client/server program that lets a user 
access any application program on a remote computer.

Topics discussed in this section:
TELNET



TELNET is a general-purpose client/server 
application program.

Note



Figure 26.1 Local and remote log-in



Figure 26.2 Concept of NVT



Table 26.1 Some NVT control characters



Figure 26.3 An example of embedding



Table 26.2 Options



Table 26.3 NVT character set for option negotiation



-3 FILE TRANSFER
Transferring files from one computer to another is one 
of the most common tasks expected from a networking 
or internetworking environment. As a matter of fact, the 
greatest volume of data exchange in the Internet today 
is due to file transfer.

Topics discussed in this section:
File Transfer Protocol (FTP) 

Anonymous FTP



•FTP uses the services of TCP.
•It needs two TCP connections.

•The well-known port 21 is used for the 
control connection and the well-known 
port 20 for the data connection.

Note



Figure 26.21 FTP



Figure 26.22 Using the control connection



Figure 26.23 Using the data connection


