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System-
centered

What Is IR? View

- . CJ -
* IR Is a branch of applied computer Science
focusing on the representation, storage,




IR Systems

* |R systems contain three components:
— System
— People




Data and Information




Data and Information

Information

—The meaning of the data interpreted by a personor
a system.




Information and Knowledge

« knowledge
— Structured information

» through structuring, information becomes
understandable




Information Retrieval

Conceptually, information retrieval is used to
cover all related problems in finding needed
Information




Definition of IRS

« An Information Retrieval System is a system that is
capable of storage retrieval and maintenance of




« An IRS consists of s/w program that facilitates a user iIn
finding the info. the user needs.

— The system may use standard computer h/w to support
the search sub function and to convert non-textual
sources to a searchable media.

 The success of an IRS is how well it can minimize the user
overhead for a user to find the needed info.




1 The ability to retrieve top-ranked

“documents that are mostly relevant.

2. The ability of the search to find all of the
relevant items in the corpus.



—Where Number Possible Relevant are the no. of
relevant items in the db.

—Number _Total Retrieved Is the total no. of items
retrieved from the query.

—Number _Retrieved _Relevant is the no. of items
retrieved that are relevant to the user's to the users search
need.




System evaluation

 Efficiency: time, space
« Effectiveness:
—How Is a system capable of retrieving relevant
documents?
— |s a system better than another one?
« Metrics often used (together):
— Precision = retrieved relevant docs / retrieved docs
— Recall = retrieved relevant docs / relevant docs

(2
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General form of precision/recall

Recall

1.0

-Precision change w.r.t. Recall (not a fixed point)

-Systems cannot compare at one Precision/Recall point
-Average precision (on 11 points of recall: 0.0, 0.1, ..., 1.0)
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Some techniques to improve IR

fectiveness

* Interaction with user (relevance feedback)
- Keywords only cover part of the contents




IR on the Web

* No stable document collection (spider, crawler)
« Invalid document, duplication, etc.




Objectives of Information
Retrieval Systems,

* IR is related to many areas:

— NLP,  Al, database, machine learning, user
modeling...

— library, Web, multimedia search, ...




Functional Overview,

 \ocabularies mismatching
— Synonymy: e.g. car Vv.S. automobile
— Polysemy: table




Outline

« What is the IR problem?

« How to organize an IR system? (Or the main




Possible approaches

1.String matching (linear search in documents)
- Slow




Retrieval

» The problems underlying retrieval
— Retrieval model




Information Retrieval System
Capabilities

TF: intra-clustering similarity is quantified by measuring the
raw frequency of a term kj inside a document d;
the tf factor) provides one measure of




Vector Model

« Index terms are assigned positive and non- binary
weights

« The index terms in the query are also weighted




Vector Model

« Advantages
— Its term-weighting scheme improves retrieval performance

— Its partial matching strategy allows retrieval of documents



Vector space model

 \ector space = all the keywords encountered

<t, T, 13, ...,tn>




Probabilistic Model

 Introduced by Roberston and Sparck Jones, 1976

— Binary independence retrieval (BIR) model

 ldea: Given a user query g, and the ideal answer set R of
the

relevant documents, the problem is to specify the



Probabilistic Model

e Definition
All index term weights are all binary i.e., w;; 0 {0,1}
Let R be the set of documents known to be relevant to




Probabilistic Model

* The similarity sim(d;,q) of the document d; to the queryq
IS defined as the ratio

Pr(R|(J:I)

sim(dj, g)=



Probabilistic Model

— Pr(ki [R) stands for the probability that the index
term ki is present in a document randomly







Relevance Feedback

The query is represented by a vector Q, each document is
represented by a vector Di, and a measure of relevance
between the query and the document vector is computed
as SC(Q, Di), where SC is the similarity coefficient.




*The 1dea Is that the relevant documents have terms
matching those in the original query.

*The weights corresponding to these terms are increased by



«Only the top ranked non-relevant document is used, instead
of the sum of all non-relevant documents.

«An interesting case occurs when the original query retrieves
only non-relevant documents.




Why clustering?

» Lefslook at the problem in a different angle
— The issue here is dealing with high-dimensional data
« How do people deal with high-dimensional data?
— Start by finding interesting patterns associated with the




Introduction

» The goal of clustering is to
— group data points that are close (or similar) to each other
— identify such groupings (or clusters) in an unsupervised




Hierarchical clustering

« Modified from Dr. Seungchan Kim'sslides

« Given the Input set S, the goal iIs to produce a hierarchy
(dendrogram) in which nodes represent subsets of S.

« Features of the tree obtained:




Hierarchical
clustering
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Hierarchical clustering

« There are two styles of hierarchical clustering algorithms to
build a tree from the input set S:




Hierarchical clustering:

forming

clusters
* Forming clusters from

dendograms




Hierarchical clustering

« Advantages
— Dendograms are great for visualization
— Provides hierarchical relations between clusters




N-Grams

« N-Grams are sequences of tokens.

« The N stands for how many terms are used
— Unigram: 1 term
— Bigram: 2 terms




Simple N-Grams

« Assume a language has V word types in its lexicon, how
likely is word x to follow word y?

— Simplest model of word probability: 1/ V
— Alternative 1: estimate likelihood of x occurring In




Using N-Grams

« For N-gram models

— P(Whn-1,Wn) = P(Wn | Wn-1) P(Wn-1)
— By the chain rule we can decompose a joint
probability, e.g. P(w1,w2,w3)




Applications

 Why do we want to predict a word, given some preceding
words?

— Rank the likelihood of sequences containing various




Regression Analysis: Introduction

Basic idea:
Use data to identify relationships among variables and




Linear regression

« Linear dependence: constant rate of increase of one variable with
respect to another (as opposed to, e.g., diminishing returns).

» Regression analysis describes the relationship between  two (or
more) variables.

» Examples:







Classes of Automatic Indexing

« Semantic Networks
 Parsing
« Cross Language Information Retrieval




Statistical Indexing

« Definition: Select information in one language based on
queries in another.

« Terminologies




An Architecture of Cross-
Language Information Retrieval

Score, Sort Selective
Summarize Assimilation

Target Query 2 Machine
: : Translation

*
| *
| |
| * |
| |
|

|
| Target Query n —i—* .u
|

Machine
Translation

Analyst
Workstation



Building Blocks for
CLIR

Speech

Information Retrieval Artificial Recognition

Intelligence




Information Retrieval

* Filtering
 Relevance Feedback
« Document representation




Information Retrieval

« Similarity thesaurus
 Local context analysis
« Automatic query expansion




Artificial Intelligence

« Machine translation
» Machine learning
« Template extraction and matching




Speech Recognition

« Signal processing
 Pattern matching
* Phone lattice




Major Problems of CLIR

 Queries and documents are in different languages.

— translation




Major Problems of CLIR

« Queries may have to be segmented.
— segmentation




g



Natural-Language
Information

Retrieval




Query Translation
Based CLIR
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Hybrid
Methods

« Ballesteros & Croft




Hybrid
Methods

— Performance Evaluation

 pre-translation
MRD (0.0823) vs. LF (0.1099) vs. LCA10




Hybrid
Methods
 Davis 1997 UN English

(TREC5)
English Query ! .
et ([ [

Dictionary "==Fguvarents R

(POS) .

TREC
Spani

Corpu
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L
Translatio

« Translate thdldocuments, not the query

Bocumen! Query
Representation Representation

(1) Efficiency Problem
(2) Retrieval Effectiveness??:
order, stop words)

(3) Cross-language mate finding
using MT-LSI (Dumais, et al,
1997)



Vector
Translation

 Translate document

Vecltors

Documents Queries

Docu
Represe .-. tation
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CLIR system using query
translation

Results
translation in
English

English . | Dutch
Query | Documents | © | Results

’ ([)irlgllflf;]l . English English Combined
EE T Documents Results Results
Query :

' Document Database



Concept Indexing, Hypertext
Linkages

Normalizing scales of relevance
— using aligned documents




Types of Tools

* Mark-Up Tools
* Language




Hypertext Linkages

 Input and Display Support
— Special input modules for e.g. Asian languages

— Out-of-the-box support much improved thanks to




Language ldentification

 Different levels of multilingual data
— In different sub-collections
— Within sub-collections




Stemming/Normalization

« Reduction of words to their root form
 Important for languages with rich morphology
* Rule- based or dictionary- based




Hierarchy of Clusters

* Proper Names, Locations, ...
— Critical, since often missing from dictionaries
— Special problems in languages such as Chinese




Thesaurus Generation,

« Collocations (“Hong Kong)
— Important for dictionary lookup
— Improves retrieval accuracy




Item Clustering,

e Goal: automatic construction of data structures such as
dictionaries and thesauri

— Work on parallel and comparable corpora



Search Statements and
Binding,

e translation
e automatic relevance feedback
 term expansion




Similarity Measures and
Ranking

* In cooperation with the Swiss Federal Institute of
Technology (ETH)

« Task Summary retrieval of English, French, and German



Similarity Measures and
Ranking

« Task Summary: retrieval of English, French, German
and Italian documents

 Results to be returned as a single multilingual ranked



Hierarchy of Clusters

« Tasks, documents and topic creation similar to TREC-7
12 participating groups




Weighted Searches of
Boolean Systems,

 Documents
— Hong Kong Commercial Daily, Hong Kong
Daily




Hierarchy of Clusters

A collaboration between the DELOS  Network of
Excellence for Digital Libraries and the US National




Main Goals

« Promote research in cross-language system development
for European languages by providing an appropriate
Infrastructure for:




Concept Indexing

 Four evaluation tracks in CLEF 2000
— multilingual information retrieval
— bilingual information retrieval




Concept Indexing

« Multilingual Comparable Corpus
— English: Los Angeles Times
— French: Le Monde




Introduction to Clustering

« Multi-media
— Selecting suitable media to represent contents
« Multi-linguality




NPDM Project

« Palace Museum, Taipel, one of the famous museums in
the world




Design
Issues

e Standardization

— A standard metadata protocol is indispensable for
the interchange of resources with other museums.




Translingual Issue

 CLIR

— to allow users to issue queries in one language to
access documents in another language




Resources in NPDM pilot

« An enamel, a calligraphy, a painting, or an illustration

« MICI-DC
— Metadata Interchange for Chinese Information




Search Modes

e Free search

— users describe their information need using natural
languages (Chinese or English)




Example

Information need

— Retrieval “Travelers Among Mountains and Streams,
Fan K,,uan” (“Jo 524 L1 AT i [&)
Possible queries




English

Query

-
(o))




Specific Topic Search

- proper names are important query terms
— Creators such as “#kiH#” (Lin Pu), “Z=g > (Li Chien-




Name Transliteration

« The alphabets of Chinese and English are totally
different




Name Mapping Table

« Divide a name into a sequence of Chinese characters, and
transform each character into phonemes

 Look up phoneme-to-WG (Pinyin) mapping table, and



Name Similarity

« Extract named entity from the query

« Select the most similar named entity from name
mapping table
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Free Search

« A query Is composed of several concepts.
» Concepts are either transliterated or translated.




Algorithm

« (1) For each resource, the Chinese translations whose
scores are larger than a specific threshold are selected.

« (2) The Chinese translations identified from different
resources are merged, and are sorted by their scores.




Algorithm

- (4) Repeat step (3) until query is empty or all the Chinese
translations in the sorting sequence are considered.







Inverted

Inde

X Query




Search Statements and
Binding
« Inverted indexes were used In both early information
retrieval and database management systems in the 1960's.

* Instead of scanning the entire collection, the text Is



Bestawhen thisfits in Bueta size stored
FIEMOTY on disk
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* The size of the index Is another concern.Many index can be
equal to size of the original text.

« This means that storage requirements are doubled due to the
Index.




*Using C/r, where r is the rank and C is the value of the
constant, an estimate can be made for the
number of occurrences of a given term.

*The constant C, is domain-specific and equals the
number of occurrences of the most frequent term.

Table 5.1.  Top Five Terms in Zipfian Distribution




Selective Dissemination of
Information Search

« An Iinverted index consists of two components, a list of each
distinct term referred to as the index and a set of lists referred
to as posting lists.




 Index file. Contains the actual posting list for each distinct
term in the collection. A term, t that occurs in 1 different

documents will have a posting list.

« Document file. Contains Information about each distinct
document---document identifier, long document name, date




Weighted Searches of Boolean
Systems

* A key objective In the development of inverted index files is
to develop algorithms that reduce I/O bandwidth and

storage overhead.



Searching the INTERNET and
Hypertext

 This scheme effectively reduces the domain of the identifiers,

allowing them to be stored in a more concise format.
For each value to be compressed, the minimum number of
bytes required to store this value is computed.




Information Visualization

In this method, the frequency distribution of all of the offsets is
obtained through an initial pass over the text.
« A compression scheme is developed based on the frequency




Varying Compression Based
on Posting List Size

« The gamma scheme can be generalized as a coding
paradigm based on the vector V with positive integers |
where $: Vi>= N. To code integer x >1 relative to V, find




Introduction to Information
Visualization

Inverted Index Modifications

« An Inverted index can be segmented to allow for fast and
a quick search of a posting list to locate a particular
document.




Cognition and
Perception

Cutoff Based on Document Freguency

» The simplest measure of term quality is to rely on
document frequency.

« Between twenty-five to seventy-five percent of the query




Vector Space Simplifications

The first variation was to replace the document length
normalization that is based on weight with the square root
of the number of terms in Di .

The second variation was to simply remove the document



Signature Files

« The use of signature files lies between a sequential scan
of the original text and the construction of an inverted
Index.

« Asignature is an encoding of a document. The idea is to
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« The hashing function is used to set a bit in the signature.
« Toimplement document retrieval, a signature Is constructed

for the query.

« A Boolean signature cannot store proximity information or
Information about the weight of a term as it appears in a
document.




Scanning to Remove False
Positives

Pattern matching algorithms are related to the use of scanning
In Information retrieval since they strive to find a pattern in a
string of text characters.

 Typically, pattern matching is defined as finding all positions




Information Visualization
Technologies

« A method to improve both efficiency and effectiveness of an
Information retrieval system is to remove duplicates or near
duplicates.




Finding Similar Duplicates

« While it is not possible to define precisely at which point a
document is no longer a duplicate of another, researchers have
examined several metrics for determining the similarity of a
document to another.




Shingles

 The first near-duplicate algorithm we discuss is the use of

shingles.
« Ashingle is simply a set of contiguous terms in a document

Shmglmg technlques such as COPS KOALA and DSC




Duplicate Detection via Similarity

 Another approach is to simply compute the similarity
coefficient between two documents. If the document
similarity exceeds a threshold




|I-Match

 |-Match uses a hashing scheme that uses only some terms in a
document.

» The decision of which terms to use is key to the success of
the algorithm.







Introduction to Text Search
Technigues

« Combining Separate Systems
* Queries are parsed and the

- structured portions are submitted as a query to the



It does not take long to build this software, and since

Information retrieval systems and DBMS are readily
available, this is often seen as an attractive solution.




Software Text
Search Algorithms

« Data integrity is sacrificed because the DBMS transaction
log and the information retrieval transaction log are not
coordinated. If a failure occurs in the middle of an update
transaction, the DBMS will end in a state where the entire




Hardware Text Search
Systems

 Portability is sacrificed because the query language is not
standard. Presently, A standard information retrieval query

language does not exist. However, some



Multimedia Information Retrieval

Run-time performance suffers because of the lack of parallel
processing and query optimization. Although most
commercial DBMS have parallel implementations,

most information retrieval systems do not.




Spoken Language Audio Retrieval

« An Information retrieval system typically hides the
Inverted

« Index as simply an access structure thatis used to obtain
data. By storing




User-defined Operators

« User-defined operators that allow users to modify SQL by
adding their own functions to the DBMS engine.

. The datatype of the argument is glven as rectangle Hence,



Multimedia Information Retrieval:

» For user-defined operators to be efficient, they must be
linked into the same module as the entire DBMS, giving
them access to the entire address space of the DBMS.

« Data that reside in memory or on disk files that are



Spoken Language Audio Retrieval

« The operator may appear to exist, butit  may perform an
entirely different function.

« Without user-defined operators, anyone with an RDBMS



Spoken Language Audio Retrieval

* Query optimization, by default, does not know much about
the specific user defined operators.

« Optimization is often based on substantial information about
with an EQUAL operator can be




Information Retrieval as a Relational
Application

« The following query lists all the identifiers of documents
that contain at least one term In

« QUERY : Ex: 5 SELECT DISTINCT(i.Docld) FROM




Preprocessing

« A preprocessor that reads the input file and outputs separate
flat files is used.

« Each term is read and checked against a list of SGML



A Working Example

* The documents contain both stduottreaed
data and are given below.




Commercial-vehicle sales in Italy rose 11.4% in February
from a year earlier,
to 8,848 units, according to provisional figures from the

Italian Association of Auto Makers.
<ITEXT>

<IDOC>

<DOC>




Non-Speech
Audio Retrieva

« For large document collections, they are less useful because
the result set Is unordered, and a query can result In
thousands of matches.




Graph Retrieval

« XML-QL, a query language developed at AT&T [Deutsch
et al., 1999], was designed to meet the requirements of a
full featured XML query language set out by the W3C.




Imagery Retrieval

 This was first proposed in [Florescu and Kossman, 1999] to
provide support for XML query processing.

, In the NT Information Retrieval Laboratory



The hierarchy of XML documents is kept in tact such that
any document indexed into the database can be reconstructed

using only the information in the tables. The relations us are:
TAG_NAME ( Tagld, tag) ATTRIBUTE ( Attributeld,
attribute)
TAGYATH ( Tagld, path) DOCUMENT ( Doc/d, fileName)




