MAC(23MA101) REGULATION : NR23

MAC COURSE
CONTENT

FME,NRCM J CHAITANYA,ASSISTANT PROFESSOR




MAC(23MA101)

FME,NRCM

REGULATION : NR23

NIT -1

J CHAITANYA,ASSISTANT PROFESSOR




MAC(23MA101) REGULATION : NR23

MATRICES

Matrix: A set of mn real or complex numbers or functions displayed as an array of m horizontal lines
(called rows) and n vertical lines (called columns) is called a matrix of order (m, n) or m X n (read as
m by n ) .The numbers or functions are called the elements or entries of the matrix and are enclosed
within brackets [ ] or ()

Matrices are denoted with capital letters A , B, C ..& elements are denoted with small letters a ,b , ¢
....letters 1 and j are used as suffixes on the a , b, ¢ ...to denote the row and columns position
respectively of the corresponding entry .

Thus

ai1 Qq2.Q435. A1n
A=[aii]= @21 Q22.. 4zj. d2p
where 1< i<m
a1 Q.. Q... ain] ol
Am1 Am2... amj ..... Amn
I<j<n

1s a matrix with m rows and n columns

Types of matrices :
Real matrix: A matrix whose elements are all real numbers or function is called a real matrix

-1 0
Ex:[2 =2],] ]
13 5 0-1

Complex matrix: A matrix which contains at least one complex numbers or function as on element is
called a complex matrix

1 —i] ’[7 3+i]

EXZ[
0o 2 13 8

Row matrix: A matrix with only one row is called a row matrix or row vector .It is a matrix of order
1 X n for some positive integer n.

Ex:[-370211];[748]
Column matrix: A matrix with only one column is called a column matrix or column vector .It is a

matrix of order m X1 for some positive integer m .

FME,NRCM J CHAITANYA,ASSISTANT PROFESSOR




MAC(23MA101) REGULATION : NR23

0 5
Ex:[2] & [12]
16 6

Square matrix: A matrix in which the number of rows and the number of columns are equal is called a
square matrix

Ex: 1 -2 0 5
[ 1 J[7 6
0

A square matrix of order n X n is simply described as an n- square matrix.
Diagonal matrix: A square matrix [aij] with ij = 0 fori G j is called a diagonal matrix

30 0 5 0 0 11 0 0
Ex;[0 1 0] & [0 11 0] ;[0 0 0]
00 -2 0 0 -8 0 0 1

Scalar matrix: A diagonal matrix which consists all the elements are equal in the diagonal is called
scalar matrix.

300
Ex:[030] . [2]

003

Zero or null matrix : A matrix in which every entry is zero is called a zero matrix or null matrix and is
denoted by o.

00
EX: 03x2 = [00] , O1xz =[0 0]
00

Unit matrix (or) Identity matrix :A diagonal matrix in which all the diagonal elements are equal to
unity or 1 is called unit matrix (or) Identity matrix and is denoted by L.

300 10

Ex:I=[030] ; I=[ "]
01 22
003 3x3

Rectangular matrix: A matrix in which the numbers of rows and the numbers of columns may not be
equal is called a rectangular matrix .
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5—-3
Ex: [ 2017 .,[0 1]
—135 12 4

Upper triangular matrix : A square matrix A=[aij] in which aij = 0 for i>j is called an upper
triangular matrix .

Lower triangular matrix: A square matrix A =[aij]nxnin which = 0 for i<j is called a lower triangular
matrix

-1 0
Ex:[3 4
2 5

Triangular matrix: A matrix which is called either upper triangular or lower triangular is called as
triangular matrix .

Idempotent matrix: A square matrix which remains the same under multiplication by itself is called an
idempotent matrix. In other words ,a square matrix A is called idempotent matrix if 2 =A .

00 000 10 (1)9 %
Ex: 2=[0 0], 3=[000], 2=[0 1], 3=] ]
» 001

Involuntary matrix: A matrix which is its own inverse is called on involuntary matrix .In other words
,a square matrix A is involuntary if 2 =I.

Nilpotent matrix: A square matrix which vanishes when it is raised to some positive integral power m
is called a nilpotent matrix .In other words a square matrix A which is such that =o for some m
belongs to N, is called a nilpotent matrix .

02
Ex:A=[0 0]
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0 2 0 2 00
=10 0] [0 0]=1[0 O] ..e; 2?=0,,here m=2

Periodic matrix: If a square matrix and is such that

+*1 = for some positive integer n then A is called a periodic matrix
The least positive integer p such that +1 = holds is called the period of A and is denoted by
P(A).
Note : A periodic matrix of period one is on idempotent matrix
11
2 2
Ex A=[—1 1]
2 2
1 1 1 1
72 2 a7
=[-1 1] [—1 1]
2 2 2 2
1 _ 1
2 2
[-1 1]=A
2 2

Hence A is a periodic matrix of period one
Transpose of a matrix: The matrix obtained from any given matrix A, by interchanging its rows and

columns is called the transpose of A and it is denoted by lor

123

Ex: A=[4 5 6]
78 9

147
AT=[25 8]
369

Properties of transpose of a matrix:
If AT and BT be the transposes of A and B respectively , then
1) (AN =A
2) (A+B)T= AT+BT, A and B being of the same order
3) (KA)T =K.AT, K is a scalar
4) (AB)' =BTAT, A and B being conformable for multiplication.
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Trace of a square matrix : The sum of the elements along the main diagonal  of a square matrix ,A
is called the trace of A and written as
Trace( A)= aixtaxnt.....am

Tr(AY" =1 i
Properties of trace of A

Tr (KA) =K. Tr(A), where K is a scalar
Tr (A+B) = Tr(A) + Tr (B)

Tr(AB) =Tr(BA)

Equal matrix : Two matrices A=[a;j] and B=[bj] are said to be equal if and only if
(1) A and B are of the same type (or order ) and

(2) aj=bjforeveryiandj.

Addition of matrices:

Let A =[aij]mxn ; B[bj] be two matrices .The matrix C=[cijJmxn Where cij- ajj+bjj is called the sum of
the matrices A and B. The sum of A and B is denoted by A+B

Difference of two matrices: If A and B are two matrices of the same type (order) then A+(-B) is taken
as A-B.

Matrix multiplication :
Let A =[aik]mxn and B=[byj]nxp then the matrix C=[cij]mxp

where cij= Y, _; ai*by is called the product of The matrices A and B in that order and we write
C=AB

In the product AB, the matrix A is called the pre-factor and B the post-factor.
If the number of columns of A is equal to the number of rows in B then the
matrices are said to be conformable for multiplication in that order.
Properties of matrix multiplication:
1) Matrix multiplication is associate
i.e if A,B,C are matrices ,then (AB)C=A(BC)
2) Multiplication of matrices is distributive with respect to addition of matrices
i.e; A(B+C)=AB+AC and (B+C)A=BA+CA
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Note: A(B-C)=AB-AC and (B-C)A=BC-CA
3)Ifis A is matrix of order m X n then A I,= .. A=A.

Sub matrix of a matrix : A sub matrix of a matrix A is a matrix obtained from A by deleting some
rows and / or some columns of A.

1-107
Ex:A= [43 2 8]
—611 0 5 3x4

The sub matrices of A are

1 -1 10 7
42 8
[4 3]&] ]
-6 05

Determinant of a square matrix :
With each n-square matrix A=[ajj] , we associate a unique expression called
The determinant of matrix A of order ‘n’ denoted by det A or |A| or A as

defined below If A=[ai1 ], a single element matrix ,then det A=|A|=a1:

11 12
If A= [ 21 22 ], a2- square matrix than

Det. A=|A| =a11 a2 — az1 a2
The expansion of determinants of higher order is through minors, cofactors of an element of the matrix.
Minor and cofactor:
Let A=[aij]nxn be a square matrix when from A the elements of i row and j®
column are deleted the determinant of (n-1) rowed matrix M;;jis

called the minor of ajj of A and is denoted by | j|, the signed minor (-1)™ | | Mj; [is

called the cofactor of ajj and is denoted by Aj

Ex:
123

let A=[4 5 6]
78 9 3x3
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Minor of 1 is =|(5 X 9) — (6 X 8)]|
=45 — 48|

=|-3|=3
Cofactor of 1 is (—1)

Adjoint of a square matrix: let A be a square matrix of order n .The
transpose of the matrix got from A by replacing the elements of A by the
corresponding cofactors is called adjoint of A and is denoted by ad j A .
Singular & non singular matrices:

A square matrix ‘A’ is said to be singular if |A] =0

If |A| G 0 then A is said to be non-singular .

Invertible matrix : A square matrix A is said to be invertible if there exists
a matrix B such that AB=BA=I is called an inverse of A.

Note:
1) A matrix is said to be invertible ,if it posses inverse

2)Every invertible matrix possesses a unique inverse

(or)

The inverse of a matrix if it exists is unique.
3) The inverse of A is denote by A thus AA-A-TA=I]

4) If A’ an invertible matrix and if A=B then A-! =B-!

S)If | | GO then A'1=—1| (adj A).

Symmetric matrix : A square matrix A=[a;] is said to be symmetric if aji-a;; for every ; iand ]
thus A is symmetric matrix if A=AT (or) AT=A

123
Ex: A=]234]
347

123
AT=[23 4]
347
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.:A=AT-hence A is symmetric.

Skew —symmetric : A square matrix A=[ajj] is raid to be skew-symmetric if aj-aj; for every i and j
Thus A is skew symmetric —A=-AT

0 a —b
Ex:LetA=[-a 0 c ]
b — 0
0 —a b 0 a —b
A'=[a 0 —c]J=—[-a 0 c]=A
-b c 0 b —c 0
2AT=A= A=-AT

~A is skew —symmetric

Orthogonal matrix: A square matrix A is raid to be orthogonal if AAT=ATA=I.

That is AT=A"".

Conjugate of a matrix: The matrix obtained form any given matrix A, on replacing its element by the
corresponding conjugate complex numbers is called the conjugate of A and is denoted by A

Exaq? 3 2_51],thenff=[2 =3i  2+45i;
—i 0 4i+3 i G T 3

Note:
If A and Bbe the conjugates of A and B respectively

Then 1) (A)=A

2) (A=A+B

3) (B=K. A , K being any complex number

4) (A=A. B, A and B being conformable for multiplication
The transport of the conjugate of a square matrix

If A is a square matrix and its conjugate is A , then the transpose of A4 is (4)". It can be easily seen that
(A)"™=@). The transposed conjugate of A is denoted by A°?

A%=(A)"=A.

Note :
1) (A)=A
2) (A+B)®= A%+B?
(KA) 6 - K. AG where k is a complex number

4) (AB)® =A% °
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Hermitian matrix: A square matrix A such that AT™= A4 or (4)™=A is called a Hermitian matrix .

Ex : A= 4 1+ 31]
1-—3i 7
1+ 3i 7 1+ 3i 7
A=AT

~ A is hermitian
Skew —Her mitian matrix:

A square matrix A such that AT= Zor (4)™=-A is called a skew-Hermitian matrix

Ex: A= -3i 2+ i]
241 —i
A= 3i 2 1] AT=| 3i =2+ i]
—2—1i i 2+i —i
_ 3 -2 —
mfgl 1
— i
¢ 3i —2—1i
[2 —1i i ]
- (A= -A

=~ A is skew —Hermition
Unitary matrix : A square matrix A is said to be unitary if . = . =

Theorem:Every square matrix can be expressed as the sum of a symmetric and skew- symmetric
matrices.
Proof : Let A be any square matrix
If can be written as A= 1§(A+AT)+ 1§(A—AT)=P+Q
Here
P= % (A+AT), Q= % (A-AT)

PT= (L (A+A)! , Q= (Aa-AD)
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= L(ATHATY) = L(AT(AD))
= % (AT+A) = % (AT-A)
= % (A+AT) = % (A-AT)
:P = - Q
~P is symmetric ~Q 1is skew-symmetric
A=P+Q

Thus square matrix=symmetric + skew —symmetric.
Hence every square matrix can be expressed as sum of symmetric & skew symmetric matrices

Ex:Show that every square matrix is uniquely expressible as the sum of Hermitian and skew-
Hermitian matrix.

Proof:

Let A be any square matrix:

It can be expressed as A= %(A+ ) + 1_2(A— ) =P+Q

HereP=%(A+ ),Q= E(A- )

Now (A+ ) = +( )
= +A
= A+

~A+A? is a hermitian matrix

1(A+ ) isalso hermitian matrix
2

~P is hermitian matrix
Now (A—A%)9 = A% — (A%)°
= A% -A
= —(A-4%
Hence A—A? is skew — hermitian

%(A- ) 1s also skew hermitian matrix

=~ Q is skew hermitian

Thus p is hermitian & Q is skew hermitian matrix

~A=P+Q

Hence every square matrix is expressible as sum of hermitian &skew-hermitian

Prove that the following matrix is orthogonal
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21 2
3 3 31
2 2 1
13 % 3
Lz 73 3
Sol: 2 1 2
SHE
A= 3 3 3
I1 2 2l
Lz 73 3
2 1 2 2 1 2
3 3 31 3 3 31
AAT= 2 1 2 2 1
3 3
I1 2 gl I i 32 gl
L3 73 3 L3z 73 3
4 1 4 4 2 2 2 2 4
Fststs ~gtsts “375Ta
= _rypipr Ayt ; ; ;
15 2 2 32 %2 % 1 2 al
L7575%5 575Ts stets
1 0 O
=[0 1 0]=l
0 0 1
Hence the given matrix A is orthogonal
0 2
Determine the values a, b, ¢ when [ —c] is orthogonal
—b
0 2
Sol: Given A= | —c]
a —b
0 2 0
AA™=[a b —c][2b b -b]
a —=b ¢ c —c ¢
4b%+c? 2b?% — ¢? — 2b% + ¢?
=[2b2 —c* a?+b%2+c? a?—b?—-a?=l
—2b*+c* a*—b*—c* a*+b*+a?
(- since A is orthogonal i.e; AAT =)
Sol:
2b%? —c¢* =0, a’-b%-c?=0
C=+V2p? a’? = b*+c?
=+V2.b = b>2b?
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=3b*
a=1v3.b
4b*+c?=1 c=++2.Db B B
4b2+2b%=1 =V2.1+6
6b2=1 =+ 113
b=+ 176
a=++3 1/V6
=+ V3 UV3VZ R UV2
1 1 3
Find ad joint of inverse of amatrix A= [1 3 —3]
-2 -4 -4
1 1 3
SOL: GivenA=[ 1 3 =3]
-2 -4 -4
| [F1(-12-12)-1(-4-6)+3(-4+6)
— 840
~ A is non singular A" exists
Cofactor of first row :
Cofactor of 1=(-1)1+1‘ 3-3 ’:'12'12: 24
<o a=en T 4!— (-4-6)-10
=1 L om \ “H-4+6)= +2
Cofactors of second roq 3
Cofactor of 1=(- 1)2+1\ \— (-4+12)= -8

« «3epe| 1 - \—-(4+6) 2

3= Ll )=
St e

Cofactor of 3 row:
Cofactor of -2 =(-1)"1] 1 3 |=(:3-9)= -12
3 -
1
1) = —(-3-3)= —6
=(-1)"? 1_3! (-3-3)
-4 =(- 1)3*3| |—(3 1)=2

The matrix formed by cofactors elements of A is
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—24 10 2
B=[-8 2 2]
-12 6 2
—24 -8 —12
Adj=BT=[ 10 2 6 |
2 2 2
. —24 -8 —12
A== 10 2 6 ]
2 2 2
3
3.1 71
- 5 -1 =3
I 2 R
I-1 -1 -1l
oy 4 4
2 -4 9
Express A=[ 14 7 13 ] as a sum of symmetric and skew-symmetric matrices.
3 5 11
Sol: Let P=%(A+AT) & Q= %(A—AT)

2 -4 9 2 1,Q3
A+AT=[14 7 13] +[-4 7 5]
3 5 11 9 13 11

4 10 12
=[10 14 18]
12 18 22

4 10 12 2 5 6
[10 14 18] =[5 7 9]
6 9

I = 11
- BB

P’=[5 7 9]
6 9 11

P (A+AT) =

N =

~pT=P ; Hence p is symmetric

2V Wwlal 12 U4
A-AT=[14 7 13]-[-4 7 5]
3 5 11 9 13 11

0 -18 6
=[18 0 8]
—6 -8 0
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.0 18 6 0 -9 3
Q=18 0 8 =[9 0 4]

-6 -8 0 -3 -4 0
0 9 -3 0 -9 3
Q"=[-9 0 —-4] & -Q=[9 0 4]
3 4 0 -3 -4 0

~»QT=—Q, hence Q is skew —symmetric

2 5 6 0 -9 3
Now P+Q=[5 7 9] +[9 0 4]
6 9 11 -3 -4 0
2 —4 9
=[14 7 13] =A = Given matrix
3 5 11
» A=P+Q

~ Every square matrix can be expressed as sum of symmetric & skew symmetric matrices .

1+i 2 5-—5i
Ex: Express the matrix [ 2i 2+1i 4+ 2i] as the sum of hermitian  and skew hermitian
-1+i -4 7
matrices.

1+i 2 5—5i
Sol: Given A=[ 2i 2+1 4+ 2i]
-14+i -4 7

 1-i 2  5+5i
Mt 123 QO
—1—i —4 7

1—-i =2i —-1-i
A= (A= 2 2 —i —4 ]
5+5i 4-—2i 7
1+i 2 5-5  1-i =2i —-1-i
Now A+ =] 2i 2+1 4+2]+ 2 2—1i —4 ]
-14+i —4 7 5+5i 4-—2i 7
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2 2-2i 4—6i
=[2+2i 4 2i ]
4+61 2 14

) 1 1—-1i 2-3i
P=_(A*A%=[1-i 2 —i]
2-31 —i 7

1 1—i 2-3i
B[1—i 2 —i ]
2-3i —i 7

i 1 1-i 2-3i
PO=(B"=[1+i 2 i ]
2430 i 7

~ P%=P, P is Hermition

1+i 2 5 —5i 1—i Sl =1—i
Now A- =[ 2i 2+i 4+2i]-[ 2 i —4 ]
-1+i -4 7 5+5i 4-2i 7

2i 242 6—4i
=[-2+2i 2i 8+ 2i
—6—4i —-8+42i 0

) .2 2+2i 6—4i
Q:E (A- )= 5 [—2+2i 2i 8 + 2i]
—6—4i —-8+2i 0

i 1+i 3-=2i
=[-1+i i 441i]
—3-2i —4+i 0

i ~i 1 —jn 3 24
G-+ L L YL
—3+2f —4—i 0

—i —-1—-i —-3+42i
Qo=(Q"[1-i - —4-i]
3+2i 4-—i 0
—i —-1—-i —-3+4+2i
Q=[1-i —i —4—i]
3+2i 4-—i 0
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~ Q%=-Q, hence Q is skew hermition

1 1-i 2-3i i 14+i 3-2i
Now P+Q=[[1+i 2 i QI =1+i i 4+i]
2431 i 7 —3-2i —4+i 0

1+i 2 5-—5i
=[ 2i 24i 4+2i]
—1+i -4 7

=A
Hence every square matrix can be expressible as sum of Hermition & Skew-Hermition

Exercise
2 3 4
1) Find the ad joint and inverse of A=[4 3 1]
1 2 4
1 2 3
2) Compute the ad joint and inverse of the matrix A=[2 3 0]
0 1 2
12 2
R
3) Provethat®, 3, _1§I is orthogonal
3 = s
I2
L3 53 3
1-1i1
4) Show that![~ ] is orthogonal
211-11
111-1
3 =2 6
5) Expressthe matrix [2 7 —1] asa sum of symmetric and skew symmetric matrices
5 4 0

i 2—3i 4+5i
6) Express the matrix [6 4+ i 0 4 — 5i] as a sum of hermit ion and skew hermit ion
—i 2—i 24+i
matrices

3i 2+i
—2+i i

7) Show that the matrix A= [ | is skew hermition matrix.

Elementary transformations ( or operations) on a matrix

1) Interchange of two rows: If i row and j* row are interchanged , it is
denoted by R; Q) R;

2) Multiplication of each element of a row with a non zero scalar .If i row is multiplication with
k then it is denoted by R; D k. R;
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3) Multiplication every element of a row with a non zero scalar and adding to the corresponding
elements of another row
If all the elements of i row are multiplied with k and added to the
corresponding elements of j row then it is denoted by Ri D R; + k. R;
By column transformations will be denoted by ¢ instead of R i.e; Ci(D C; C; D k. Ci, Ci D C;
+ k. G

Zero row & non —zero row: If all the elements in a row of a matrix are zeros , then it is called
zero row and if there is at least one non zero element in a row then it is called a non —zero row.

Rank of a matrix: Let A is be an m X n matrix .If A is null matrix , we define its rank to be 0
(zero).

If A is non zero matrix ,we say that ‘r’ is the rank of A if

(1) every (r+1)™ order minor of A is 0(zero) and
(11) there exists at least one r'h order minor of A which is not zero

Rank of A is denoted by p(A)
Note:
Every matrix will have rank
Rank of a matrix is unique
3) p(A) 1 when A is a non-zero matrix
4)If A is a matrix of order m X n rank of A= p (A) <min(m,n)
5)If p (A) =r then every minor of A of order r+1 or more is zero
6)Rank of the identity matrix I, isn
7)If A is a matrix of order ‘n’ and A is non-singular (i.e; det AGO) then p (A)=n.
8) The rank of the transpose of a matrix is the some as that of the original matrix(i.e; p (A)=
p (A1)
9) If A and B are two equivalent matrices then rank A= rank B

10)if A and B are two equivalent matrixes then rank A =rank B

Problems:-
-1 0 6
1) Find the rank of the matrix A=[ 3 6 1]
-5 1 3
Sol:  Det A of given matrix (A) =-1(18-1) — 0(9+5)+(3+30) =-17-0+198

=181#0
.. A is non — singular third order matrix

.. rank of A =p (A) =3 = order of given matrix.

1 -2 -1
2) Find rank of the matrix [-3 3 0]
2 2 4
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Sol:- det A = (A) = 1(12-0) — (-2) (-12-0) -1(-6-6)
=12-24+12=0
.. A is singular
Let us take a submatrix of given matrix

B=[ 1 —32] = {B} =3-6 =-3%0

-3
Rank of given matrix = submatrix rank = P(A) =2
1 2 3 4
3) Find the rank of the matrix [5 6 7 8]
8 7 8 5

Sol:- Here the matrix is of order 3x4. Its rank < min (3,4) =3

Let us consider the submatrix of given matrix

1 2 3
B=[5 6 7]
8 7 0
[B] = 1(0-49)-2(0-56)+3(35-48) = - 49+112-39
=24 +#0

.. Rank of the matrix p (A) =3 = order of submatrix

Echelon form:-

The Echelon form of a matrix A is an equivalent matrix, obtained by finite number of elementary
operations on A by the following way.

1) The zero rows, if any, are below a nonzero row
2) The first nonzero entry in each nonzero row is one (1)
3) The number of zeros before the first nonzero entry in a row is lessthan the number of such zeros

in the next row immediately below it.
Note:- (i) Condition (2) is optinal
(i1) The rank of A is equal to the number of nonzero rows in its echelon form.

Solved Problems:

1 2 3
1) Find the rank of the matrix by echelon form [1 4 2]
2 6 5
113~3
Sol:- Given A =[1 4 2]
2 6 5
Ry, —>R»-R; 5 R3—)R3-2R1
1 2 3
~[0 2 -—1]
0 2 -1
R3—>R3-2R3
1 2 3
~[0 2 -—1]
0 0 O
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. p (A) = Rank of A = number of non zero rows = 2

4 2 3
2) Find the rank of the matrix [ 8 4 6 ]
-2 -1 =15
4 2 3
Sol:-GivenA=[8 4 6 |
-2 -1 =15
R2 —>R2-2R; ; R3—>2R3+R;
4 2 3

~[0 0 0] .. RankofA=p(A)=Number of non zero rows = 1
0 0 O

1 1 -1 1
3) Find the value of K such that the rank of A= [1 —1 —1]is2
3 1 0 1
1 1 -1 1
Sol:- GivenA=[1 -1 —1]
3 1 0 1

R2—>R»2-R1; R3—>R3-3R;

1 +1 -1 1
o -2 +1 -2]

0 -2 +3 =2
R3—R3-Rp

1 1 -1 1
0o -2  +1 -=2]
0 0 —k+2 0

Give rank of A is 2, there will be only two non zero rows
.. Third row must be zero row = 2-K=0

=>K=2
Exercise:-

Find the rank of the following matrixs by using echelon form

-1 2 1 8
(1) [2 1 -1 0] (ans) 3
3 2 1 7
2 1 3 5
4 \7(111B
2 Q
@ 1y OUk; (ans)
8 4 -3 -1
0 1 -3 -1
(3) [1 0 1 1
3 1 0 2] (ans) 2
11 -2 0
1 4 3 -2 1
-2 -3 -1 4 3
2
COR S I X
-3 3 6 6 12
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1 2 3 4
(5) [:g :i é {23] (ans )2

1 2 1 0
(6) [-2 4 3 0] (ans) 3
1 0 2 -8
(7) find the value of K it the rank of the matrix A is e where
0 1 -3 -1
.1 0 1 ol
Al 1 0 2
1 1 5 0
1 2 3 0
2 4 3 2
® 155 3 (ans) 3
6 8 7 5

Normal form:

Every m x n matrix of rank r can be reduced to the for [ Ir 0] orIror (3) [ 0]
0 O

by a finale number of elementary row or column transformations. Here ‘r’ indicates rank of the matrix.

Solved Problems:
2 3 7
1) Find the rank of the matrix by using normal form where A=[3 -2 4]
1 -3 -1
2 3 7
Sol:- GivenA= [3 -2 4]
1 -3 -1
Rieo R3
1 -3 -1
-3 -2 4]
2 3 [
R>— R»-3R; 5 Rz ->R3—2R;
1 -3 -1
-0 7 7]
0 9 9
Cy > Cy +3Cy; C3 >C31+Cy
1 0 O
A0 7 7]
0 9 9

Rh>RL  R3>R;3.1
7 9
1 0 O

[0 1 1]
01 1

Ri—>Rs—R»
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1 0 O
~[0 1 1]
0 0 O
C:—>GC-C;
1 0 O
~[0 1 0]
0 0 O
2 0

-l ol
Rank of A =p (A) =r =2 = unit matrix order

2) Find the rank of the matrix 4 0
1

0
Sol:  Given A = [4
2
Cieo G
1 0 2
A~J0 4 2
1 2 3 1
Rs > R3—R;
1 0 2 -2
~[0 4 2 6]
0 2 1 3
C:—>C3-2C,Cs > Cq +2C
1 0 0 O
~[0 4 -6 6]
0 2 -3 3
R3+—2R3 Ry
1 0 0 O
~[0 4 -6 6]
O 0 0 O
CoC . 1
4

1 0 0 O
~[0 1 -6 6]
0 0 0 O
C3 > C3+6Cy, Cs > Cyq -6C,
1 0 0 O

~[0 1 0 0]

0000
-2
0 0

Rank of A=p(A)=1r=2

-2

FME,NRCM
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Exercise :
Find the rank of the following matrix by using normal form
-8 1 3 6
1) [0 3 2 2] ans (3)
-8 -1 -3 4
1 2 3 4
2) 2 1 4 3] ans (3)
3 0 5 -—-10
01 2 -2
3) 4 0 2 6] ans (2)
2 1 3 1
1 2 -2 3
R S O
-1 -3 2 =2
2 4 -1 6
2 -4 3 -1 0
I B
4 -7 4 —4 5

Inverse of Non-singular matrix by Gauss — Jordan method:-
We can find the inverse of a non-singular square matrix using elementary row operations only.
Suppose A is a nonsingular square matrix of order n we write A= [,A

Now we apply elementary row operations only to the matrix A and the prefactor I, of the R.H.S. We
will do this till we get an equation of the form In = BA. Then abviously B is the inverse of A.

2 -1 3
1) Find the inverse of the Matrix [1 1 1] by using Gaus — Jordan Method
1 -1 1

2 3
Sol:- GivenA=[1 1 1]

1 -1 1
Write A=1,A
2 -1 3 1 00
1 1 1] = [0 1 0].A
1 -1 1 0 0 1
Ri R
1 1 1 0 1 0
[2 -1 3] =[1 0 0].A
1 -1 1 0 0 1
R,—> Ry - 2R1; Rs3 — R3-R;
1 1 1 0 1 0
[0 -3 1] = [1 -2 0].A
0 -2 0 0 -1 1
Rz—)Rz.(_?l)
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1 1 1 0 1 0
[0 1 -1/3] = [-1/3 2/3 0].A
0 -2 0 0 -1 1

Ri1—>Ri-R2; R3—>R31+2R»

1 0 4/3 1/3 1/3 0

[0 1 —1/3]

[-1/3 2/3 0]

0 0 —2/3 -2/3 1/3 1

R3—>R3(-3/2)

1 0 4/3 1/3  1/3 0

[0 1 —1/3]
00 1 1

[-1/3 2/3 0 ] .A

~1/2 -3/2

Ri—>Ri - 4/3.R3; Ro—Ro+1/3.R3

1 0 O -1 1 2

[0 1 0] = [0 1/2 =1/2] .A
00 1 1 -1/2 =3/2

-1
I3x3=B.A where B=[ 0
1

Exercise:

1 2
1/2  —=1/2] is the inverse of given matrix.
12 -8

Find the inverse of the following matrixes by using Gaugs — Jordan method.

1 2 3
1) [2 4 5]
3 56

2) [0 -1 1]
1 2 0
-1 -3 3
Ly L5
-1 1 0

1

Solution of linear System of equations:

An equation of the form a

X1t axxotasxst......... FanXn = b (1)

Where x1,x2...... , Xn are unknowns and aj,ay,...... , an, b are constants is called a linear equations in n
unknowns consider the system of m linear equations in n unknowns .

X1,X2... ... , Xn as given below

anxitanxst........ +ainXn=bl

a1X1 + anxot........

+a2an - b2
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where aij’s and bi,ba ......... bm are constants. An ordered n- tuple (x1,X2....., Xn) satisfying all
equations in (2) is called a solution of the system (2).

The System of equations in (2) can be written in matrix from A X=B........... 3)
Where A = [aij], X = (X1,X2....., Xn)T, B=(bi.ba......bm)T
The Matrix [A/B] is called the augmented matrix of the system(2)

If B=0 in (3), the system is said to be Homogeneous otherwise the system is said to be non —
homogeneous.

* The system AX = 0 is always consistent since X = 0 (i.e., x1=0, x=0, .... X,=0) is always a solution
of AX = 0 This solution is called Trival solution of the system.

* Given AX =0, we try to decide whether it has a solution X # 0. Such a solution, if exists, is called a
non-Trival solution

* If there is a least one solution for the given system is said to consistent, if the system does not have
any solution, the system is said to be inconsistent.

Solution of Non-homogeneous system of equations:

The system AX=B is consistent i.e., it has a solution (unique or infinite ) if and only if rank A = rank
[A/B]

1) If rank of A = rank of [A/B] = r<n then the system is consistent and it has infinitely many
solutions. There r = rank, n = number of unknowns in the system.

i) If rant of A = rank of [A/B] =r = n then the system has unique solution.

iii) If rank of A# rank [A/B] then the system is inconsistent i.e., It has no solution.
Solved Problems:

1) Solve the system of equations x+2y+3z=1; 2x+37+8z=2 ; x+y+z =3

Sol: Given system can be written in matrix form

1 2 3 1
as 2 3 8 [] =12
1 1 1 3
A X =B
Augmented matrix of the given system
1 2 3 1
[A/B] = (RO ———)
1 1 1 3
Rz—)R2-2R1; R3—)R3-R1
1 <2 3 1
~ [0 -1 2 0]
0o -1 -2 2
R3—>R3-R»
1 2 3 1
~ [0 -1 2 0]
0 0 —4 2

.. rank of A =rank [A/B] =r = 3 = number of unknowns =n

on=r=3
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.. The given system is consistent and it has unique solution. The solution is as follows from the last
augmented matrix we can write as

-4z =2 -y+2z=0 x+2y+3z=1
-1
Z:7 2z=y x =1-2y-3z
2(=hH =y =1-2(-1)-3(2)
2 2
Y=-1 = 1+2+§
X=9/2

.. The solution of given system : x=9/2; y= -1, z=-1/2

2) Solve the system of equations x+2y+z=14
3xtdy+z =11
2xH3yt+z =11

Sol:- Given system can be written in matrix form as

1 2 1 14
3 4 11 [] =[l1]
N | 11
A X =B
The augmented matrix of the given system as
1 2 1 14
[A/B]=1[3 4 1 1]

2 3 1 11

R2—R2-3R1; R3—>R3-2R;
1 2 1 14
-0 -2 -2 =3I]
0 -1 -1 -17
R3—) 2R3-R2
1 2 1 14
-0 -2 -2 -=3I]
0o 0 -0 =3
Rank of A = 2#3 =rank of AB
.. The given system has no solution, i.e., the system is inconsistent
3) Show that the system x+y+z=6; x+2y+3z = 14; x+4y+7z = 30 are consistent and solve them.

Sol:- Given system can be written in matrix form as

1 1 1 6
(7 2 31 [] = [14]
1 4 7 30
Augmented matrix
1 1 1 6
[A/B]=[1 2 3 14]
1 4 7 30
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Rz—)Rz-Rl; R3—R3-R;

1 1 1 6
~[0 1 2 8]
0 3 6 24

R3—)R3-3R2

1 1 1 6
[0 1 2 8]
0 0 0 0

Rank of A =rank of AB =r =2 <3 =n = number of unknowns
.. The system has consistent and it has infinitely many solutions.
Here xtytz=6
Y+2z=38
Letz=k
Now y=8-2z=8-2k
Now x=6-y-z
= 6-(8-2k)-k
x= 6-8+2k-k
x=k-2
.. The system has infinitely many solutions x=k-2; y=8-2k; z=k
4) Solve the following systems of equations by rank method
x-3y-8z =-10
3x+y-4z=0
2x+5y+6z =13

Sol:- The matrix form of given system of equations

I -3 =8 x  —10
3 7 —-4bl=0[0]
2 5 6 13

Augmented matrix of the given system
1 -3 =8 -—10
[AB]=1[3 1 -4 0]
2 5 6 I3
Rz—)R2-3R1; R3—>R;3-2R;
1 -3 =8 -—=10
~[0 10 20 30]
0 11 22 33
Ro—>Rao(2) ; Rs—>Rs3(%)
10 11

1 =3 =8 =10
o 1 2 3]
0o 1 2 3

R3—>R3-R»
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1 -3 =8 -—10
-0 1 2 3]
0o 0 0 0
.. Rank of A =rank of AB =r = 2<3=n=number of unknowns
.. The system has infinitely many solutions
x-3y-8z2=-10 & y+2z =3
letz=k
y=3-2z
y=3-2k
& x =-10+3y+8z
-10+3(3-2k)+8k
-10+9-6k+8k
X =2k-1
. Sol is x = 2k-1; y=3-2k, =k

For different value of k, system have different solutions i.e., infinitely many solutions

5) For what values of A and p the system of equations

2x+3y+5z=9 have (i) no solution
Tx+3y-2x =8 (i1) unique solution
2x+3y+Hz=p (iii) infinitely many solutions

The matrix form of given system of equations

2 3 5 9
[7 3 =21 vl= I[5]
2 3 A z u

The augumented matrix of given system

23 5 9
[A/B]=[7 3 -2 §]
2 3 A A

Ro—2R»-7R1 5 R3—R3-R;

2 3 5 9
~ [0 —15 =39 —47]
0 0 Ar—5 u—9

R,—RI1()
2

1 3/2 5/2 9)2
~ [0 =15 =39 —47]
0 0 AiA=5 pu—9
Case 1 : A=5, u#9
Then p(A)=2,p(AB)=3
p(A)=2#3=p (AB)
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The system has no solution

Case 2:- A#S, u£9

Then p (A) =p (A/B) =1r=n=3

.. The system has unique solution

Case 3: A=5, u=9

Then p (A) = p (A/B)=r=2<3=n=number of unknowns

.. The system has infinitely many solutions.

Exercise:

)

Find the values of a and b for which the system of equations
x+y+z=3
x+2y+27=6
x+9y+az=b

have (i)no solution (ii) unique solutions (iii) infinitely many solutions.

2)

3)

4)
5)

6)
7)
8)
9)

Find the values of p and gso that the equations

2x+3y+52=9 have (1) no solutions
Tx+3y+27=8 (i1) unique solution
2x+3y+pz=q (iii)  infinitely many solutions

Show that the system of equations  x-4y+7z=14
3x+8y-2z=13
7x-8y+26z=5 are not consistent
Solve the system of equations x+y+z=4; 2x+5y-2z=3, x+7y-7z=5 by rank method.
Test for consistency and hence solve the system x+y+z=6, x-y+2z = 5,3x+y+z=8,
2x-2y+3z=7
Test for the consistency of x+y+z=1, x-y+2z=1, x-y+2z=5, 2x-2y+3z=1
Solve the system of equations x+y+z=6, x-y-2z=5, 3x-y+y+z=-8
Solve the system 2x-y+3z=0, 3x+2y+z=0, and x-4y+5z=0
Solve completely the system of equations
X+y-2z=3w=0, x-2y+w=0, 4x+y-5z+8w=0, 5x-7y+2z-w=0

Consistency of system of homogeneous linear equations:

Consider of system of homogeneous linear equations in n unknowns namely

anxitanpxt...... +amXn =0
ax) +axnxet.....tamxn =0
Admi1X1 + am2X2+ e +aman O
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This system can be written in matrix form

a1 A1 o e Ay 1 0
Fayiap, ... Az 1 )1 0l
[ [ I-1 1.1
Lamlaml - .amn L LO

A X = 0

l. If rank of A = n (number of variables)
= The system of equations have only trivial solution (i.e., zero solution)
2. If r<n then the system have an infinitive number of non trivial solutions.

Solved Problems:
1) Find all the solutions of the system of equations
X+2y-z=0, 2x+y+z=0, x-4y+57=0

Sol. Given system can be written in matrix form

1 2 -1 0
2 1 1] [ 1= [0]
1 -4 5 0
Augmented matrix

71 2 =10
[ABl=[2 1 1 0]

1 -4 5 0
Rz—)Rz—le; R3—>R3-R;

1 2 =10
~ (0 -3 3 0]

0 —6 6 0
R3—)R3-2Rz

71 2 =1 0
~ [0 -3 3 0]

0o 0 0 0

Rank of A =rank of AB = r = number of non zero rows = 2<3=n= number of variables
.. The system has infinitely many solutions from the above matrix

-3y+3z=0 x+2y-z=0

= y=z

Let us consider n-r=3-2=1 arbitrary constants

Let z=k, then y =k

Since x+2y-z=0
= x=z-2y
=z-2y

=k-2k
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x=-k
- x=-k, y=z=k
2) Solve the system of equations x+y+w=0; y+z=0, x+y+z+w=0, x+y+2z=0

Sol: Given system can be written in matrix form

1 1 0 1 0
A
1 1 1 1 0
1 1 2 0 0
Augmented matrix
1 1 0 1 0
0 1 1 0 0
[A/B]_[] 1 1 1 0]
1 1 2 0 0
R3—>R3-Ri; Re—Rs-R;
1 1 0 1 0
~ 0o 1 1 0 0
[0 0 1 0 0]
0o 0 2 -1 0
R4—R4-2R3
I 1 0 1 0
~ 0o 1 I 0 0
[0 0 1 0 0]
0o 0 0 -1 0
Ri—>RitR4
I 1 0 0 0
~ 0o 1 I 0 0
[0 0 1 0 0]
0 0 0 -1 0

Rank of A = Rank of AB =r =4=n= number of unknowns
.. Therefore there is no non=zero solution

. x=y = z=w=0 is only the trivial solution.

Gauss elimination method:-

This method of solving a system of n liner equations in n unknowns consists of eliminating the
coefficients in such a way that the system reduces to upper triangular system which may be solved by
back substitution.

Problems:
Solve the equations x+y+z=6, 3x+3y+4z=20, 2x+y+3z=13 by using Gauss elimination method.

Sol matrix from of the given system

111 6
3 3 4 []~=1[20]
21 3 13

Augmented matrix of the given system
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1 1 1 6
[A/B]=[3 3 4 20]
2 1 3 13
Rz—)R2-3R1; R3—>R;3-2R;
1 1 1 ¢6
~ 0 o 1 2]
0 -1 1 1
R3—)R3
1 1 1 6
~ 0 -1 1 1]
0o o0 1 2
Clearly it is an upper triangular matrix from this by back substitution.
z=2 -yt+z=1 x+y+z=6
z-1=y X=6-y-z
2-1=y =6-1-2
Y=1 =3
Sox=3 y=1 z=2
Exercise:

Solve the following system of equations by using Gauss elimination method
1) 3x+y+2z=3, 2x-3y-z=-3, x+2y+z=4
2) 2x+y+z=10, 3x=2y+37z=18, x+4y+9z=16
3) x+y+2z=4, 2x-y+3z=9, 3x-y-z=2 4)
3x+y-z=3, 2x-8y+z=-5, x-2y+97=8
Gauss Seidel iteration method:

We will consider the system of equations

apxitapxotapxs=by. (1)
aX; +apxotapnxs=by . )
a3X) tapXotasxs=bs. ... 3)

Where the diagonal coefficients are not zero and are large compared to other coefficients such a system
is called a “diagonally dominant system”.

The system of equations (1) can be written as

xi=_1 [bi-aizx2-a13X3].cvrreenen. 4)
11

xo=_1 [br-azxi-a2xs]...c.ccc..... (5)
22

x3=_1 [bz-a31x1-a32%2]cevenennnen (6)

33

Let the initial approximate solution be x1?, x>, x3® are zero Substitute x 7, x { in (4) we get
xi' = 1/ai1 [bi-a12x2%-a13x3°] this is taken as first approximation of x;
Substitute Xll, X30 in (5) we get le = l/azz[bz-azlxll-az3X3O]

This is taken as first approximation of x> now substitute x;',x2! in (6), we get

FME,NRCM J CHAITANYA,ASSISTANT PROFESSOR




MAC(23MA101) REGULATION : NR23

x3! = 1/a33 bs-azx {-a 3x 4]

This is taken as first approximation of 3zcontinue the same procedure until the desired order of
approximation is reached or two successive iterations are nearly same. The final values of x,X2,X3
obtained an approximate solution of the given system.

1) Use Gauss-Seidel iteration method to solve

10x+y+z=12; 2x+10y+z=13; 2x+2y+10z=14

Sol: Clearly the given system is diagonal by dominant and we write it as
= L - -

x=L2yz ()

y= 1i0 (13-2x-z) )

z= jio (14-2x-2y) (3)

First iteration: We start iteration by taking y=z=0 in (1) we get x,'=1.2

Putx'=1.2,z=0in (2) we get y' = 1.06

Putx!=1.2; y' =1.06 (3) we get z! = 0.95

Second iteration now substitute y' = 1.06, z! = 0.95 in (1)
X = Iio (12-1.06-0.95) = 0.999
put x?, z! in (2) y? :-I—é (13-1.998-0.95) = 1.005
now substitute X%, y* in (3) 2* = - (14-1.998-2.010) = 0.999
Third approximation: now substitute y2, z? in (1)
X = % (12-1.005-0.999) = 1.00
Putx’,z’ in (2) y’ = ]LO (13-2.0-0.999) = 1.000
Put y®.x* in (3) x* = % (14-2.0-2.0) = 1.00
Similarly we find fourth approximation of x,y,z and got them as x*=1.00, y*=1.00, z*=1.00
Exercise:
Solve the following system of equations by Gauss — seided method

1) 8x-3y+2z = 20; 4x+11y-z=33, 6x+3y+12z =36
2) x+10y+z = 6; 10x+y+z=6; x+y+10z=6
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Objective Questions

(Theory of Matrix)
Multiple Choice Questions
1 2 3
1. The trace of the matrix [0 —1 2] is [ ]
4 2 =7
a) 0 b) -7 c) 7 d) None
2. Which of the following is a scalar matrix [ ]
1 1 2 1 0 0 1 0 0 4 0 0
a)[0 3 2] b)[o 4 0] c)[o 2 0 dfo 4 0]
0o 0 7 -1 3 2 0 0 3 0 0 4
3. A matrix is said to be upper triangular if [ ]
a) ajj = o, forallij b) aij = 0, forallo<j ¢) aij =0, foralli>j d) None
3—a 2 2
4. The value of ‘a’ such that the matix A= 2 4—n0 1 | issingular|[ ]
-2 -4 —({+0D)
a)3 b) 2 c)4 d)1
5. The rank of non-singular matrix of order ‘n’ is always [ ]
a)=n b)<n c)>n d)=0
6. The rank of singular matrix of order ‘n’ is [ ]
a)=n b)<n c)>n d)>n
1 1 1
7. The rank of the matrix A=[7 [ ] is [ ]
1 1 1
a) 3 b) 2 c) 1 d) none
8. The rank of the zero matrix of 0 [ ]
a) 1 b) 2 c) 0 d) cant say
1 1
9. If the rank of the matrix A [/ 2 3] is <3 then the value of ‘X’ is [ ]
0 1 1
a) 0 b) -1 c)1 d) none
10.  Which of the matrix is in Echelon form [ ]
LY NN ol es] WES | S ()
a)[o0 1 -2] b0 1 4] oo 1 2] dfo 1 0]
0 6 2 0 0 1 0 0 1 0 3 1
11. Which of the following matrix is in normal form [ ]
1 0 0 0 0 0 0 0 0 1 0 0
a)[o 1 1] b)y[o 1 0] o[/ 0 0] dfo 1 0]
0 0 1 0 0 1 0 0 1 0 0 1
12. If A is an m x n matrix then rank of A is [ ]
a) = min[m,n] b) > min[m,n] ¢) <min [m,n] d) None
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1 1 =1
13.  Therank ifthe matrix A=[2 -3 4] is [ ]
3 =2 3
a) 0 b) 1 c) 2 d) 3
14. The System AX=B has no solution if [ ]
a) p(Ay=p ([A/B])  bp(A)<p(A/B]) c¢)p(A)>p([A/B]) d)None
15.  The system of equations x+y+z = 6x+2y+3z=10 and x+2y+3z=5 | ]
a) Unique sol b) Infinite sol ¢) No solution d) None
16. If A is a non-singular 3x3 matrix then the system AX=B has [ ]
a) Unique sol b) Infinite sol ¢) No solution d) None
17. If p (A) =r and ‘n’ is the number of unknowns then the number of linearly
Independent solutions of AX =0 is [ ]
a) n—(r-1) b)n-r c)n—(r+1) d) None
18. The values of a, b for which the system x-3y+4z=5, x+2y+3z=4, x+3y+z=b
has a unique solutions are [ ]
a) a=4,b=4, b)a=4,b=5 c) a=4, b#5 d)a#4, b#5
Fill in the Blanks
1 2 24
1. The normal form of the matrix A=[2 [ 4 3 ] iS....c.cccoeeeninen
3 0 5 —-10
1 0 4
2. The Echelon form of the matrix A= [0 2 3]
0 1 =3
1 2 3
3. The rank of the matrix A=[2 4 6] iS...ccceevvnenen
3 6 9
4. The matrix obtained by applying an elementary transformation is called .............

The solution of the system of equations x+3y+2z=0, x+4y+3z=0, x-15y+4z=0 is ....
If A is non singular matrix, then the system AX =0has .......cccooeeiiiiiiiiiiiiinnn.
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UNIT - 11
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Eigen Values and Eigen Vectors
Eigen Values:-
Let A = [aij]nxn be a square matrix of order n &A is the scalar quantity, is called the
1) The Matrix A - Al is called the characteristic Matrix is A where I is the unit matrix of order n.

2) The polynomial |A - Al| in A of degree n is called characteristic polynomial of A.
3) The equation |A - AI|=0

all — A al2 . aln
re., [ a2l az2—h . gen ] =0 is called characteristic equation of A
anl an?2 . ann—A\A

Note:- The characteristic equation is of the form (-1)"A" + CiAM+coA™ 2+, .. +ca=0

4) The roots of the characteristic equation |A - AI| = 0 are called characteristic roots (or) latent roots
(or) Eigen values of the Matrix A.

Note: 1. The set of all eigen values of A is called the Spectrum of A.
2. The degree of the characteristic polynomial is equal to the order of the matrix.

Eigen Vectors:-

Let A = [aij|nxn, A non — zero vector X is said to be a characteristic vector of A if A a scalar A such that
AX =AX.

If AX =2X, (x # 0) we say that x is Eigen vector or characteristic vector of A corresponding to the
Eigen value or characteristic value A of A.

Solved Problems:

1) Find the Eigen values of A = [5 4]
Sol:- Step 1:- Given Matrix A = 1,
i 2
Step 2:- Characteristic equation |A - AI| =0
_ [5 -\ 4 1=0
) 2=\
5-M)(2-M)-4=0
10-5A-2A+22-4=0
A2-TA+6=0
Step 3:- The roots of characteristic equation is called eigen values or eigen roots or latent values.
A2-TA+6=0
A2-61-A+6=0
MA-6) -1(A-6) =0
(A-6) (A-1)=0
A=1,6
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.. Eigen values are 1,6

o 17 2
2) Find the characteristic roots or eigen roots of A=/ 0 —1I]
2 =1 0
o 7 2
Sol:- Stepl: Given matrix A=[/ 0 —]]
2 =1 0
Step 2: Characteristic Equation
|A-AI =0
0—A 1 2
[ 7 0—h —11]=0
2 -1 0=\
= -AM+61-4=0
A-6A+4=0
Step 3: roots of above egn are called eigen values.
A-60-4=0
(A-2) (WH21-2)=0
=9 ) = Z2VTF
A=2,-1+V3
Eigen roots are 2, -1+v/. 3
Exercise problems:-
2 2 1
1) Find the eigen values A=[/ 3 ]
1 2 2
1 2 3
2) Find the eigen values A=[0 2 3]
0 0 2
17 v 6
3) Find the eigen values A=[2 I —6]
-1 =2 0
4) Find the eigen values A = [1 2]
3 4
Eigen vector problems
5 =20
1) Find the Eigen values and Eigen vectors of the following matrix A=[-2 6 2]
0o 2 7
5 =20
Sol:  Stepl:-givenmatrix A=[-2 6 2]
0o 2 7

Step2:- Characteristic equation |A-Al| =0
5-» =2 0
[-2 6-x2 2 ]=0
0 2 7=\
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(5-1) {(6-X) (T-1)-4} +2{-2(7-)) -0} +0 =0
3+1812-993+162=0
A3-1822499A-162=0
Step3:-(A-3) (1-6) (A-9) = 0
A=3, 6,9

..Eigen values are 3,6,9

Step3: Eigen vectors
1) Eigen vector corresponding to A= 3 [A-Al]x = 0; [A-3[]x =0
5-3 =2 0 1 0
[-2 6-3 2 11 2] =10]
0 2 7—3 x3 0
2 =2 0 xI 0
[—2 3  2][x2] =[0]
0o 2 4 3 0
Using Echelon form
2 =2 0 1 0
Ro—>Ro+Ri[0 1 2][x2] =[0]
0o 2 4 3 0
2 =2 0 xI 0
R3—>R3+2Ri[0 1 2][x2] =[0]
0o 0 0 3 0
Rank = 2 = no. of non zero rows

N = no. of unknowns (or) no. of variables n = 3

r<n = n-r = 3-2 = 1 we choose one variable to the one constant.

2x1-2x2=0
x1+2x3 =0
letxs =k
2x1 = 2x2 = 2[-2k] = -4k
xl =k =-2k
2
x1 —2k 2
Eigen vector x1 = [x2] =[=2k] = k [=2]

3 0
Eigenvector corresponding to 6 :- [A-61]x =0

Using Echelon form

-1 -2 0 xI 0
R—R2-2Ri[ 0 4 2] [x2] =[0]
0 2 1 3 0
-1 -2 0 xI 0
R3—>2R3-R2[ 0 4 2] [XZ] = [0]
0 0 0 3 0
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r=2,n=3
we choose one variable to the one constant.
1.e., x3=k
-X1-2x2 =0
4xt2x3 =0
x3=k
4x,=-2x3 = -2k
X,=- 15: k
X1-2x20=0 = -x1=2X2 = 2[_—21] k

X1=k,Xz==2Lk,X3=k,

1
Eigen vector xo = [x2] =[—1/2k]
3
2
X2 = [—1]
2
Eigenvector corresponding to 9 :- [A-9I]x =0
-4 =2 0 «xI 0
[-2 -3 2][x2] =1[0]
0o 2 =2 x3 0
—4 =2 0 «xI 0
R—2R>-Ri[ 0 —4 4 ][ 2] =10]
0o 2 =2 x3 0
-4 =2 0 1 0
R3—>2R3-R[ 0 —4 4][ 2] =]0]
0o 0 0 3 0
r=2,n=3
nr=3-2=1
Letx3=k
-4x1-2x2=0
“4x2+4x3=0
-X2 = -X3
x2=x3=k
-4x1-2x2=10
-2X1=X2

X2 =-2x1 = -2k

_ —x2 _ -k
X1 = =

2 2
I k)2
.. Eigenvector xs = [x2] =[ k ]
3
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—1
x3=35[2]
3
Three eigen vectors are
2 2 —1
X1= [_2]3 X2 = [_1]9 X3 = [ 2 ]
1 2 2
6 -2 2
2) Find the characteristic roots and find the corresponding eigen vectors [-2 3  —]]
2 =1 3
6 -2 2
Sol :- Stepl: Given Matrix A= [-2 3 —]]
2! A

Step 2:- Characteristic Egn |A-Al| =0
6—A =2 2
[-2 3-A —-1]=0
2 -1 3=\
=A3-1202+361-32=0
= (A-2) (A*-10A+16) =0
A-2) (A-2) (A-8)=0
A=2,2,8
Step 3:- Eigen values are 2,2,8
Eigen Vectors:- The eigen vector of A Corresponding to A = 2
[A-Al]x =0, [A-2]]x =0
—4 -2 2 xi 0
[—2 1 —I][x2] =][0]
2 SN B 0
The eigen vector of A corresponding to A = 8
[A-8I]x =0
-2 =2 2 «xI 0
[-2 =5 —I][x2] =[0]
2 =1 =5 x3
-2 12) I L 0
R>—>R2-Ri; R3>R3-Ri[ 0 =3 —=3][x2] =[0]
2 =3 =3 x3 0
-2 =2 2 «x1 0
R3—>R3-R; [ 0 -3 —3] [x2] = [0]
2 0 0 3 0
r=2,n=3, 1-r = 3-2 =1 we have to select one variable to the one constant i.e, x3 =k
2X1-2X2H2x3=0
-3x0+(-3)x3=0

X2 =-Xx3 = -k
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x1 =2k

1 2 2
=x3=[x2] =[-k] =k[—-1]
3 1
1 -1 2
.. Eigen vectors are x1 = [2], x2=[ 0 |, x3 = [—1]
0 2 1

Exercise problems

I. Find the eigen values & Eigen vectors of the following matrixs.

1 1 1
DA=[I 1 I
1 1 1
-1 =1 1
Ans:- L =0,0,3 Eigen Vectors [ 1 ],[ 0 ,[{]
1 1 1
8§ —6 2
DA=[-6 7 -4
2 -4 3
1 -2 2
Ans:- A =0,3,15 Eigen Vectors [2], [—1],[—2]
2 2 1
3 1 1
HNA=[-1 5 -]
1 -1 3
1
Ans:- A =2,3,6 Eigen Vectors [/]
1
2 2 0
HA=[2 5 0]
0 0 3
—2 0 1
Ans:- A =1,3,6 Eigen Vectors [ [ ], [0],[2]
0 1 0
1 2 -1
SYA=1[0 2 2]
0 0 -2
I 2 —4/3
Ans:- A =1,2,-2 Eigen Vectors [0], [I].[ 1 ]
0o 0 =2
1 3 4
6A=1[0 2 5]
0 0 3
1 1 19
Ans:- A =1,2,3 Eigen Vectors [0], [0],[10]
0o 0 2
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Eigen values of Hermitian, Skew Hermitian and Unitary Matrix
Note:- Hermitian = A%= A

Skew Hermitian = A%= -A

Unitary = AA% =1

Where A%= (A)T

1) Find the eigen values of the following matrix A = [ 4 = 31]& S.T. Hermitian.
. I+ 3i 7
Sol:-A = | 4 = 31] Characteristic equation of A is |[A-Al| =0
1+ 3i 7
I+3 7—A

A is Hermitian A®=A ; Eigen values of Hermitian matrix are real.

Exercise Problems:-

) ST A=[ ' 274
—2+1 i

Skew Hermitian & find eigen values Ans:- A = 4i, -21
1/2i 3/2

2) ST c=[/1\//]
V3/2 Q)2

S.T. Unitary & find eigen values Ans:- —/ 3/_2+ 1/2

3 pT. 3= 1 Ity
I1—i -1
is unitary and determine the Eigen values & Eigen Vectors.
» st [0 Y
i 0

is skew hermitian and find the eigen values & eigen vectors.

5) Verify that the matrix A = 1/2 [1 y T 1] has eigen values with unit modules.
= i i
i 0 0
0) Show that A= [0 0 i]is skew Hermitian and unitary and find the eigen values and eigen
0 i 0

vectors.

Diagonalization of a matrix

A matrix A is diagonalizable if there exists an invertible matrix P such that PYAP =D where D is a
diagonal matrix. Also the matrix P is then said to diagonalize A or transform A to diagonal form.

Similarity of Matrix:- Let A & B be square matrices to A It 3 a non — singular matrix P of order n - B
P'AP. It is denoted by A B. The transformation y = Px is called similarity transformation.

Thus a matrix is said to be diagonalizable if it is similar to a diagonal matrix.
Note:- A is nxn matrix. Then A is similar to a diagonal matrix D = diag [A1, A2, ..... An]

.. An invertible matrix P = [X1,X2 ..... Xn] = PTAP=D = diag ([A+, A+, ..... An)
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Modal & Spectral Matrix:-

The matrix P in the above result which diagonalise the square matrix A is called the Modal matrix and
the resulting diagonal D is called is known as spectral matrix.

Note:- If the eigen values of an nxn matrix are all district then it is always similar to a diagonal matrix.
Calculation of power of a matrix:-

Let A be the Square matrix. Then a non-singular matrix P can be found

—>D=P'AP

D2 = (P'AP) (P'AP) = P'A(PP)AP = P'A%P
D’=PA3P

D' =PTAP....ooorerereennn, (1)

Premultiply (1) by P & Post multiply by P!
PD"P! = P(P!A"P)P-! = (PP!) A" (PP!) = A"

= A"=PD"P-!
FN‘ 0 0 0
0 A 0 01
A"=P 0 0 A3 0 P!
| CUUUUUPURRRT, I
Lo o o An®
. WA
1) Diagonalize the matrix A= [ 0 2 ] find A* (or) find a matrix P which transform the
-4 4 3
matrix
1 1 4
A= 1[0 2 5]todiagonal form Hence calculate A* and find the eigen value A’
—4 4 3
1 1 4
Sol:- A= 1[0 2 5] Characteristic Equaltion |A-Al| =0
—4 4 3
1= 1 1
[ 0 2-A 1 1=0
—4 4 3=
(1-2) (2-2) 3-1) =0
A=123
Characteristic vector corresponding to A = 1
[A-AI]=0
[A-I]=0
0 1 1
[0 1 1101 =1[0]
—4 4 2 z 0
Y+z=0; = y=-z
y+z =0; letz=k
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-4x+4y+2z =0 y=-k
X =-k/2
x  —2k/2 i
Eigen vector x1= [ ] =] | ==k/2 [2]
-2

1
SoX1 = [ 2 ]

-2

Characteristic vector corresponding to A = 2
[A-Al]x = 0; [A-2[]x =0
-2 1 1 x 0
[0 0 ][] =1[0]
—4 4 1 z 0
-1 71 1 x 0
R:>R3-4Ri [0 0 1][y] =1[0]
0 0 -3 z 0
-1 1 1 x 0
Ri—>R3-3Re [0 0 1][y] =[0]
0 0 0 0
=2, n =3, n-r = 3-2 = | we have to give one variables to the one arbitrary constant.

-X+y+z=0;z=0

Then we take x (or) y =y
Ly=k

-x+k+0 =0

x=k, y=k, z=0

1
=x2=[y] =[k] =k[]]
0 1

.. Eigen value of A"!

Characteristic vector corresponding to A = 3
-2 1 1 x 0

[0 -1 I1[y] =[0]
-4 4 0 z 0

FCY 1! 1 0
R:>R34Ri [0 —1 1][] =10]
0o 2 =2 0
-2 1 1 0
R3—>R3-2R> [0 —1 I][y] =[0]
0 0 0 0
=2, n=3, n-r=3-2=1
2x+y+7=0
-y+z=0
Letz=k
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-y=z=-k=y=k
-2z =-y-z =-k-k
2x=2k =>x =k

1
Eigen vectorx3= [ ] =[[ ]] k=[]
zZ

P=[x1 x2 x3]
|
Model matrix=p=[2 [ 1[]
-2 0
-1 1 0
P-1=adjp/detp =[ 4 -3 —1I]
-2 2 1
-1 1 0 1 1 1 1
PIAP=[4 -3 —I][0 2 I][2
-2 2 =1 —4 4 =2
I 0 0
P-1AP=D=[0 2 0] =Diagonalization
0 0 3
Power of a matrix A® = PD"P!; A*=PD*P-!
1 1 11 0 0 =2 1 0
Ad=[2 1 1[0 16 0][4 -3 —I]
-2 0 1 0 0 8 -2 2 =1
—-99 115 65
=[—-100 116 65]
—160 —160 81

Eigen value of A =1/A = 1/1,1/2,1/3

NN~

~
—_
S

S~ ~
~ ~
—_
Il
~
S S
S N O
S
e
1
)

o
o

2. find the diagonal matrix that will diagonaize the real symmetric matrix A= |

WN R
o N
O O W
e

]

Also find the resulting diagonal matrix. (or) Diagonalize the matrix A= [

WN =
o BN
O N W

Sol:- A=] |  Characteristic Equation |A-AI| =0

w N -
o BN

1-% 2
[ 2 4-A
3 6 99—

=MA-141) =0
A=0,0, 14 Eigenroots A =0, 0, 14

W oW

] =0

Eigen vector corresponding to A = 14

[A-14T]x = 0
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-13 2 3 x1 0
[ 2 =10 6 ][x2] =[0]
3 6 -5 3 0

x1=1,x2=2,x3=3

1 1
Eigen vector x; = [ 2] =[2]
3 3
To the Eigen Vector corresponding to A =0
[A-Al]x =
1 2 3 1 0
[2 4 6][ 2] =[0]
36 9 3 0
1 2.3 1 0
R>—>R2-2r1; R3—>R3-3Ri[0 0 0] [x2] =[0]
0 0 0 3 0
r=1,n=3,nr=3-1=2
let x2 =ki, x3=ko
X1+2x,+3x3 =0
x1=-2k1-3k>
x2=K;
x3=ka
—2k1 — 3k2 -2 -3
Eigen vector = | 1 I=ki[1] +ko O]
2 0 1
1 -2 =8
xi=[2] ,xe=[1] ,x3=[0]
3 0 1
iy B
Normalised Model matrix=p=[ 1 2 3] =[2 1 0]
3 0 1
1/V/14 -2/4/5 -3/V10
P=[_1 _2 3 1= =[2/N1T& 1//5 0cacn]
(21 2(111 31

3/V14 0 1/V10
1/V14  2/V14 3/V14
=>P'=P'=[-2/y5 1/V5 0 |
—3/410 0  1/4/10
1/V14 2/¥14 3414 1 2 3 1/V14 2/V5 —3/V10
P'AP=P'AP=[ -2/V5 1/V5 0 J][2 4 6][2/VIF 1/V/5 0 ]
310 0 1410 3 © % 3414 o0 1410
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00 0
= [0 0 0]=P'AP=PTAP=D
0 0 14

\ A is reduced to diagonal form by orthogonal reduction.

Exercise problems:

1 0 0
1. Diagonalize the matrix A=[0 3 —1] by orthogonal reduction (or) Diagonalize the matrix.
0 -1 3
2) Determine the diagonal matrix orthogonally similar to the following symmetric matrix
3 -1 1
A=[-1 5 -1]
1 -1 3
3) Determine the diagonal matrix orthogonally similar to the following symmetrix matrix
6 -2 2
A=[-2 3 —1]
2 -1 3
8 -8 -2
4) Diagonalize the matrix A=[4 -3 =2]
3 -4 1
1 0 -1
5) Find a matrix P which transorm the matrix A=[1 2 1 ] to diagonal form.
2 2 3
1 0 -1
Hence calculate A* (or) Diagonalize the matrix A=[1 2 1]
2 2 3

6) Prove that the matrix A = [0 1] is not diagonalizable.
0 0

2 3 4
7) S.T. the matrix A=[0 2 —1] cannot be diagonalized.
0 0 1

Quadratic forms
Quadratic form:-
A homogeneous expression of the second degree in any number of variables is called a quadratic form.
An expression of the form Q = x"Ax =¥,_;.¥,-; . aij x ix j where aij’s are constants is called
quadratic form in n variables xi, X, ...... xn. If the constants aij’s are real numbers it is called a real
quadratic form. [xi, X2, ...... Xn]
Q =xTAx Ex-1) 3x?+5xy-2y? is a quadratic form in two variables x & y
2) 2x?>+3y?-472+2xy-3yz+52zx is a quadratic form of 3 variables x,y,& z

Symmetric Matrix :-
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Q = XTAX is a quadratic form where A is known as real symmetric matrix.
coeff. of x1? : coeff. of x1x2 ! coeff of x1x2
2 2

A = symmetric Matrix = 1 coeff of x1x2 coeff. of x22 %coeﬂ’ of x2x3

= coeff of x1x3 icoefofx2x3 coeff of x3%
2 2

Eg 1:- Write the symmetric matrix of the quadratic form x;>-+6x1x>+5x 3

Sol:- Symmetric matrix of the quadratic form x12+6xx2+5x2?
Sol:- A Symmetrix matrix =

2) Find the symmetric matrix of the quadratic form x?+2x,>+4XX3X X 4

Sol:- 1 2 3 4
1 0 0 O
1o 2 2 pf
=3 0 2 0
4 I L |
L0 0 >
a h g
3) find the quadratic form of the given symmetric matrix A [h b ]
g f c
a h g x
Sol:- Quadratic form =X'AX =[x yz] [ b f][¥]
g f ¢z
= ax’+by*+cz?+2hxy+2gxz+2fyz
Exercise Problems:-
Write the Symmetrix matrix of the following quadratic forms
1. X124+2x2%-7x32-4X 1 X2+8X1X3
2. X1242X22-TX32-4X1X 28X 1X3+H5X2X3
3. 2X1X2T6X1X3-4X2X3
4. x2+2y?+372+4xy+5yz+62X
5. x2+y?+ 22 2xt+2yz+3zt+412
6. Obtain the quadratic form of the following Matrices.
1 2 3 2 15 1 3
1) [2 0 3] 2) [1 3 4] 3) [3 2]
3 31 5 4 5
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1 2 3 4
o 1 0 3
2 5 6 7/ S
4 [3601 456) [géi]
4 7 1 2

Canonical form

The conanical form of a quadratic form xTAx is y'Dy (or) Aiyi>+A2y2?+. ...+ Anyn?

This form is also known as the sum of the squares form or principal axes form

A1 0 0 vyl
Canonical form =y'Dy = [yiy2y3] [0 A2 0 ][y2] = My Hhay22+A3y3?
0 0 A3 3

Reduction of Quadratic form to canonical form by Linear Transformation.

Consider a quadratic form in n variables

xTAx and a non singular linear transformation x = Py then x"= [Py]T = y'PT

xTAx = yTPTAPy = y!(PTAP)y = y'Dy where D = PTAP

= x'Ax =y'Dy

Thus, the quadratic form x'Ax is reduced to the canonical form y'Dy. The diagonal Matrix D and
matrix A and called Congruent matrices.

Reduction of Quadratic

Nature of the Quadratic form

The quadratic form xTAx in n variables is said to be

1) Positive definite:-

If r=n & s =n (or) if all the eigen values are +ve.

2) Negative definite:-

If r=n & s =0 (or) if all the eigen values are —ve.

3) Positive semidefinite (or) semipositive:-

If r<n & s=r (or) if all the eigen values of A>0 & atleast one eigen value is zero.
4) semi negative:-
If r<n & s = 0 (or) if all the eigen values of A<0 & atlease one eigen value is zero.
5) Indefinite:-
In all other cases (or) some are positive, -ve.
—Index of a real quadratic form
The number of positive terms in canonical form (or) normal form of a quadratic form is known

as the index. It is denoted by ‘s’
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Signature of a quadratic form
If r is the rank of a quadratic form & s is the number of positive terms in its normal form, then 3
number of positive terms over the number of negative terms in a normal form of xTAx . .. Signature =
[t+ve terms] — [-ve terms]
Note:- Signature = 2s-r
Where s—index
r—rank = no. of non zero rows.
Short Answer question:-

1) Find the nature, rank, Index of a quadratic form 2x>+2y?+2z>+2yz

2 0 0
Sol:- A=[0 2 1]
0 1 2
2—A\ 0 0
AM[=0=[ 0 2-% 1 ]=0
0 1 2—A

A=1,2,3
Nature ;- all th eigen values are +ve
= positive definite
Rank:-r=3
Index : S =no. of positive terms = 3
Signature: - [+ve terms] — [-ve terms] =3 - 0=3
Discuss the nature of the given quadratic form
1) X2 H4X 2 X 32- 41 X0 2 X 1X3-4X X3
2) x>H+4xy+6xz2-y*+2yz+47>
Reduction of Quadratic form to canonical form by orthogonal reduction:
1) Write the coefficient matrix A associated with the given quadratic form
2) A =symmetric Matrix = [ ]
3) Find the eigen values & eigen vectors.

4) Model Matrix P = [x1 X2 x3]

1 2 3
5) Normalized model matrix ¥ = |7 1z |l 3||]
6) Find P!; P! =PT
Al 0 0
T)PIAP=PTAP=D=[0 A2 O]
0 0 A3
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AL 0 0 vl
8) Canoniclal form =y'Dy=[y1y2y3][0 A2 0 ][y2]
0 0 A3 3

= My oy Hhsys’

9) Linear transformation is x = Py,

1. Reduce the quadratic form 3x?4+2y?+3z2-2xy-2yz to the normal form by orthogonal
transformation . Also write the rank, Index, nature and signature.

3 -1 0
Sol:- given quadratic form 3x*+2y*+3z2-2xy-2yz A=[-1 2 —1]

0o -1 3

Characteristic equation is |[A-Al| =0

3—-% -1 0
[-1 2-2 -1]1=0

0 -1 3-A
A= 3,1,4;eigen valuesA=3,1,4
1 1 1
Eigenvectors xi=[ 0] ,x2=[2] ,x3=[-1]
-1 1 1
1 1 1
P= [X1 X2 X3] [ 0 2 —1]
-1 1 1

1/N2 1/4/6 1/V6
P = normalized model matrix P=[e1 e2e3]=[ 0 2/\6 —1//6]

—1/v2 1/V6  1/\6
N2 0 —1/2
P is orthogonal P! =PT= [1/4/6 2/4/6 1/4/6 ]
1V6 —1/M6 1/46
1N2 0 -1N2 3 -1 0 1N2Z 16 143
P'AP=P'AP=[1/V6 2/¥6 1/N61[-1 2 =11[ 0 2//6 -1/V3]
V3 —1M3 13 0 T3 a2 e 143

] = D & the quadratic form will be reduced to the normal form

Canonical form = y'Dy

3 0 0 Yyl

=[y1 y2 y3][0 1 0][y2]
0 0 4 y3

— 3ylz+y22+4y32

Index :- No.of positive terms = S = 3
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Rank:-r=3
Nature:- all eigen values are +ve =S =3
Signature:- = [no of +ve terms] — [no. of —ve terms]
=3-0=3

Orthogonal transformation is x = Py

X 1/V2 1/46 1/43 y1
=y =[ 0 2/V6 —1/V3l[y2]

Z N2 16 13 Y3
x=yi\2+ 16y + 13 y3
y=2//6y2 - 13 y;
z=-1\2y1+ 1A/6y2 + 1/7/3 y3
Exercise:
Reduce the Quadratic form to canonical form by orthogonal Reduction. And write the transformation,
nature index, rank, signature
1) 2x242y*+222-2xy+2zx-2yz
2) X2 +H3x2+3x3%-2X0X3
3) 3x*+5y?+372-2yz+2zx-2Xy
4) 6x>+3y*+372-2yz+4zx-4xy

1 2 -3
2) for the matrix A=[0 3 2 ] find the eigen values of 3A3+5A2-6A+21
0 0 -2
1 2 -3
Sol:- A=[0 3 2 ] characteristic egn is |A-AI| =0
0 0 -2
1-x 2 —B

[ 0 3-1 2 ]=0
0 0 -2-2x

(1-2) (3-1) (-2-A) = 0; A=1,3,-2

A is the Eigen value of A & f(A) is a polynomial in A, then the eigen value of f(A) is f(A)
f(A) = 3A’+5A2-6A+2I

Then the eigen value of f(A) are

f(1) = 3(1)*+5(1)>-6(1)+2 =4

f(3) = 3(3)*+5(3)*-6(3)+2(1) =110

f(-2) = 3(-2)*+5(-2)>-6(-2)+2(1) = 10

Thus the Eigen value of 3A3+5A2-6A+2I are 4, 110, 10
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1

. 0
—P.T. the matrix A = [ 0 0] is not diagonalizable.

Sol:- The characteristic equation is |A-AI| =0

T I =0=12-0
0 -
L =00

A= 0, The characteristic vector. [A-AI]x =0

0 1 x1; _0
[y ¢ [xz] [0]
X2=0, X1=k

1

.. .k
The characteristic vectoris [ | =K [ 1
0

1 . ..
The given matrix has only one ij. charactestic vector | 0] corresponding to repeated characteristic value

(0?
The matrix is not diagonalizable

Note: A is nilpolent matrix = A is not diagonalised.

Eg:- Determine the eigen values & eigen vectors of B =2A2-1/2A+31 where A= 8 —4

lz 2J

8 —4
5 9 ] characteristic equation is
|A-AI| =0

2 2—A

Sol:-A =]

1=0= (8-L) (2-1)+8 =0

16-8A-2A+A2+8=0
A2-10A+24=0
A2-61-41+24=0
AMA-6) — 4(1-6)=0
(A-6) (A-4)=0
A=06,4
B=2A2- 1% A+31
A is the eigen value of A
Then the eigen value of B is
B=2(6)* - (6)+3, B=2(4)>- % (4)+3 =72, 33

Eigen value of B is 33,72

.3 0 _ 111 -78
0 -8 1 11 0 3 39 —6 !
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Characteristic Equation |B-AI] =0
= =78 ) aet105-2376=0
39 —6-a1 707 i

A=33,72
Eigen value of B are 33 & 72

A=33, the eigen vector of B is given by [B-33[]x =0
- x1 0
78 T =1
39 -39 'x2 0
=>x=1,x2=1
1

A=33, x1=
]

A=T72, the eigen vector of B is given by [B-72[]x =0
[39 —78] [Xl _ [0]

39 -78 'x2 0

=x2=1,x1=2

2

/

1) Find the inverse transformation of y1=2x1+x2+x3, y2 = X1+X2+2X3, y3 = X1-2X3

.. The eigen vector for A=72, x2= [

Sol: The given transformation can be written as

yl 2 1 1 x1
y2] = [1 1 2][x2]
y3 1 0 -2 x3

Y=Ax
21 1

Al=[1 1 2]=-1#0
1 0 -2

Thus the matrix A is non-singular and hence the transformation is regular. The inverse transformation is

given by x=A"ly

x1 2 -2 -1yl
[x2] =[-4 5 3 ][y2]
x3 1V L) UL y3
X1= 2y1-2y2-y3

x2=-4y1+5y21+3y3

X3= Y1-Y2-y3

2) S.T. the transformation y;=x1cos0 = x2singf, y» = -x1sinf+xocos0 is orthogonal.
Sol:- The given transformation can be written as Y=Ax

Y= y*] A=[cO 10 ], xz[’“]
y2 —i0 co6
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- cos0 sme]’A_l _ [c056 —sme]: AT

—sin® cos0O sin® cosO

Here the matrix of transformation is A

the transformation is orthogonal.

Cayley — Hamilton Theorem

Theorem:- Every square matrix statisfies its own characteristic equation.
Applications of cayley — Hamilton Theorem

The important applications of Cayley — Hamilton theorem are

1) To find the inverse of a matrix

2) To find higher powers of a matrix.

1 2 -1

DIf A=[2 1 —2] verify cayley — Hamilton theorem
2 -2 -1

Find A'& A* using cayley — Hamilton theorem.
1 2 -1

Sol: A=[2 1 —2] Characteristic Equation |A-AI| =0
2 -2 -1

1-A 2 -1
[ 2 1-% =2 ]x*-3)2-3049=0
2 -2 —-1-A

By cayley — Hamilton theorem, matrix A should satisfy its characterstic Equation.

ie., A3-3A2-3A+91=0

1 2 -1
A=[2 1 =2]
2 -2 +1

1 2 -1 1 2 -1 3 6 —6
A=AA=[2 1 =2][2 1 =2]=[0 9 —6]

P SN B S0 N NE ) Mo 3

36 -6 1 2 -1 3 24 -21
A=A2A=[0 9 —6][2 1 =2]=[6 21 —24]

00 3 2 -2 1 6 -6 3
A3-3A2-3A 491 =

3 24 -21 36 -6 1 2 -1 100 00 0
[6 21 —24] -3[0 9 —6]-3[2 1 —2]+9[0 1 0]=[0 0 O]
6 -6 3 00 3 2 -2 1 001 00 O

A3-3A2-3A+91=0
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Hence cayley — Hamilton is verified.
To find A™':-
Multiplying equation (1) with A*! on b/s
AA3-3A2-3A+9]=0
A2-3A-3AI+H9A 1 =0
9A"! =3A+31-A?
Al= % [3A+31-A?]

REGULATION : NR23

1 1 3 6 -3 3 0 0 3 6 —6
A'1=_[3A+3I-A2]=6{[6 3 —-6]+[0 3 0]—[0 9 -6]}
’ 6 -6 3 003 00 3
1 1
PR
=2 0
3 3
I —2 1l
3 3 3
Find A% :-
Multiplying with A
A[A3-3A2-3A+91] =0
A*=3A33A29A
3 24 =21 3 6 -6 1 2 -1 9 72 =72
—3[6 21 -24]+3[0 9 —6]-9[2 1 -2]=[0 81 —-72]
6 —6 3 0O 0 3 2 -2 1 0 0 9

1) Show that the matrix satisfies its characteristic Equation Find A'& A# (or) verify cayley Hamilton

Theorem. Find A'& A*

1 -2 2
)  A=[1 2 3]
0 -1 2
1 2 2
)  A=[2 1 2]
2 2 1
g el i
3y  A=[2 -1 -1]
1 -1 1
1 1 3
4  A=[1 3 -3]
—2 —4 —4
3 4 1
5 A=[2 1 6]
-1 4 7

1) using cayley — Hamilton theorm. Find A% If A = [1
2
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Sol:- A= " h] Characteristic Equation

[
2 1
IA-AI =0
A-n 2 1—0
2 —1-\
A2-5=0

By cayley — Hamilton Theorem. Every square matrix satisfied its characteristic equation.
A2-5=0

A= 51

A3 = A2 A2 A% =[51].[51].[51]

A¥ = 6251

2 1 1
2)IfA=[0 1 0], find the value the matrix A%-5A7+7AS-3A5+A*-5A3+8A2-2A+]
1 1 2

Sol: The characteristic Equation |[A-Al| = 0

2—-% 1 ~1
[ 0 1-x 0 ]=0
1 1 2-2

x3-502-7A-3=0 By Cayley Hamilton theorm

A3-5AHTA-31=0

We can rewrite the given expression as AS[A*-5A%+7A-31] + A[A3-5A2+7A-3]]
AS-SATHTAC-3ASHAY-5AHRA2-2AH]

= AS[AS-5A2+7A-31] + A[A3-5A2+8A-21]=1

= A5(0) + A[A3-5A2+TA-3I] + A2H+A+=]

A[A-5A2+7A-31] + (A+D)]+

= A2+A+]
5 4 4 2 1 1 1 0 O 8 5 5
But A4A+[=[0 1 0] +[0 1 0] +[0 1 0]=[0 3 0]
4 4 5 1 1 2 0 0 1 5 5 8
Exercise:
nrra=13 L. . .
) B [_ 2] write 2A5-3A*+A2-41 as a linear polynomial in A

3 1
Sol:-A =] A =
O, IAA=0

3—A 1
-1 2- X]
By cayley — Hamilton Theorm,

[ =0 =02-50+7=0

A must satisfy its characteristic equation.
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A%-5A+TI=0
A= 5A-T1
A3 =5A%TA
A‘=5A3-TA?
AS=5A%TA3
2A5-3AA2-41
=2[5A*-TA3]-3[5A3-TA2]+H5A-71]-41
=TA*-14A3+A%-41
=T7[5A%-7A%-14A3+A%-41
=21A3-48A2-41
=21(5A2-7A) -48A2-41
= 57A%-147A-41
=57(5A-71) -147A-41
= 138A-4031 which is a linear poly in A

Unit — [I(Important questions)
1. Find all the eigen values of A>+3A-2I, If A = [ ] 2 Marks

1 0
2. Find the nature, index, signature of the quadratic form 3x>+5y*+3z2.  3Marks
8 -6 2
3. Find the Eigenvalues & Eigenvectors of the matrix A=[—6 7 —4] 5 Marks
2 —4 3
1 2 3
4. Verify cayley — Hamilton theorem for the matrix A=[2 4 5] Express
3 5 6
B= A8-11A7-4AS+A+A*11A3-3A%+2A+] as a quadratic polyin A 5 Marks
Iy e
5. Diagonalize the Matrix A=A=[0 2 1] hence find A* 5 Marks
-4 4 3
6. Reduce the Q.F. to C.F. C.F. Hence find its nature x*+y*+z>-2xy+4xz+4yz 5 Marks
2 5 7
7. Find the sum & product of the Eigen values of the matrix A[1 4 6]  2Marks
A8

7
8. Write the quadratic form Corresponding to the matrix A 6] 3 Marks
3

I
—
g U1 =
o B Ul

9. Find the eigen values 5A2-2A’+7A-3A+1ifA=[2 4 3] 5 Marks
2

1 2
4 6 6

10. Using cayley — Hamilton Then find A'& A2 if A=[1 3 2] 5 Marks
-1 -4 -3
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11. Reduce the Q.form 8x>+7y?+3z>+12xy+4xz+8yz to canonical form and find rank, nature, index &

signature

10 Marks

Properties of Eigen Values:

Theorm 1: The sum of the eigen values of a square matrix is equal to its trace and product of the eigen

values is equal to its determinant.

Proof: Characterristic equation of A is . |A-AI|=0

{an - a,

a a —
1.e, | 21 22
L L
a a

I_ nl n2

L aln —‘
L a
. LG i expanding this we get
L a —-A
nn J

(@, —\)(ay —A)L (a,, —\)—ay, (a polynomial of degree n— 2)

+ a13 (a polynomial of degreen +2)+ ... +=0

= (—D"[A"* — (a1 + az + ... +awm)A" 1 + a polynomila of degree (n — 2)]

(—D)"A\* + ()™ Y(Trave AN~ + +a polynomial of degree (n — 2)inA =0

If Az .

sum of the roots =

..\ are the roots of this equation
(=D"'Tr(A)

=" =Tr(A4)

urther | — A | =(—1)"A"+ .+ao

put A = 0 then |A| = ao

(D)™™ + ap A P+ an2A" 2+ ....+a =0

(=D"ao

Product of the roots = 1 & % Qo

o=| | =det

Hence the result

Theorm 2: If & is an eigen value of A corresponding to the eigen vector X, then 1™ is eigen value A"

corresponding to the eigen vector X.

Proof: Since % is an eigen value of A corresponding to the eigen value X, we have

Pre multiply (1) by A, A(AX) = A(JX)

(AA)X = FAX)
A2X=¢X)
A2X= AX
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A?is eigen value of A?with X itself as the corresponding eigen vector. Thus the theorm is true for n=2

let we assume itistrueforn=%k

Premultiplying (2) by A, we get
A(AKX) = A(XX)
(AA®)X=RAX)=K¢X}).
AKFIx= Kl
1K+ is eigen value of A% with X itself as the corresponding eigen vector.
Thus, by M.I., A"is an eigen value of A"
Theorm 3: A Square matrix A and its transpose AT have the same eigen values.
Proof: We have (A- 2I)T= AT- AT
=AT- A1
I(A- AT)T|=|AT- 21| (or)
|A- ATj=|AT- A
|A- A1|=0 if and only if |AT- A1|=0
2 is eigen value of A if and only if A is eigen value of AT
Hence the theorm
Theorrm 4: If A and B are n-rowed square matrices and If A is invertible show that A”'B and B A"!
have same eigen values.
Proof: Given A is invertile
i.e, Al exist
w e know that if A and P are the square matrices of order n such that P is non-singular then A and P-!
AP hence the same eigen values.
Taking A=B A!and P=A, we have
B A'and A (B A!)A have the same eigen value
B A and (A" B)( A"! A) have the same eigen values
B A-'and (A'! B)I have the same eigen values
B A'and A! B have the same eigen values

Theorm 5: If }1, 2, ..... m are the eigen values of a matrix A thenk 4,k 4, .....k 4 are the eigen

value of the matrix KA, where K is a non-zero scalar.

Proof: Let A be a square matrix of order n. Then |[KA- KI| = [K(A- 4| =K" |A- 4]
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Since K#0, therefore |[KA- KI|=0= [4 — AI| = 0

i.e, KA is an eigen value of KA = if A is an eigenvalue of A

Thusk A,k A ...k 4 are the eigen values of the matrix KA

< Ay, Fo... 2, are the eigen values of the matrix A

Theorm 6: If  is an eigen value of the matrix. Then #K is an eigen value of the matrix A+KI
Proof: Let % be an eigen value of A and X the corresponding eigen vector. Then by definition AX= AX
Now (A+KD)X = (4 + KI)X

=X+ KX

=(A+ KX
A+ Kis an eigen value of the matrix A + KI

Theorm 7: If 2, A2... A,arethe eigen values of Athe #1—-K, 72 —K, ... 2,—K,

are the eigen values of the matrix (A— KI)where K is a non — zero scalar

Proof: Since A4, Aa, ... A, are the eigen values of A.

The characteristic polynomial of A is

A= A= (A= 2) (Ra— 2) oo (P 2 1

Thus the characteristic polynomial of A-KI is
|(A—KI)— 21| = |A — (k+ ]

Py K] = A+ K] [y — 0% K]
= [0y —K) 2[4 — K) = 2] e[, — K) = 2]

Which shows that the eigen values of A-Kl are &y — K, A, — K, ....... A, — K
Theorm 8: If A, 4, ... 4, are the eigen values of A find the eigen values of the matrix (4 — an)?

Sol: First we will find the eigen values of the matrix A- AI

Since A4, 45 ... 4, are the eigen values of A

The characteristics polynomial is

|A- M =R —K) P, — K)o (0, - K) —————— (1) where K is scalar

The characteristic polynomial of the matrix (A- AI) is

|A- AI-KI| = |A-( &K

— = )] D= (A K [, —(BK))

= [ - -KI [, -2 —K]..[ (A, — ) —K)]

Which shows that eigen values of (A- ) are &4y — A, (A, —A) .. A, — A

We know that if the eigen values of A are A4, A, ... A, then the eigen values of A%are 25,23 ... 23
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Theorm 9: If % is an eigen value of a non-singular matrix A corresponding to the eigen vector then A7
is an eigne vector of A™' and corresponding eigen vectgor X itself.
Proof: Since A is non-singular and product of the eigen values is equal to |A|. it follows that none of the
eigen vectors of A is o.
If A is an eigen vector of the non-singular matrix A and X is the corresponding eigen vector #0 and
AX= AX, Premultiplying this with 4™, we get 47'(4X) = A7'( #X)
= (ATAX =AY = IX = 47X
X=M'X=>4"'X=1'X
Hence A'is an eigen value of 4™
Theorm 10: If X is an eigen value of a non — singular matrix A, then l}i is an eigen value ofthe m
atrix Adj A
Proof: Since % is an eigen value of a non-singular matrix, therfore #0
Also  is an eigen value of A implies that there exists a non-zero vector X such that AX =-A------- (1)
= (adj A)AX = (Adj A)(AX)
= [(adj 4)A]X = A(adj A)X
= 41X = A (adjA)X

:HXz(ad'A)X on (adj A)X = HX
. i jAX =+

= Since X is a non —zero vector, therfore therelation (1)

EY
it is clear that 5a is an eigen value of the matrix Adj 4

. ; ] 1, .
Theorm 11: If A is an eigen value of an orthogonal matrix then T s also an eigen value

N ) ) 1% |
Proof: We know that if }_ is an eigen value of a matrix A, then 7 Is an eigen value of 4!
Since A is an orthogonal matrix, therefore 4! = 4!

1. . i
7 is an eigen value of 4

But the matrices A and A' hence the same eigen values, since the determinants |A- I and |A'- I)%re

same.

1, .
Hence 7 is also an eigen value of A.

Theorm 12: If 1 is eigen value of A then prove that the eigen value of B = apA>+ajA+asl is ag A+a; A
+a2

Proof: If X be the eigen vector corresponding to the eigen value 4 then AX = X --- (1)
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Premultiplying by A on both sides
= A(4X) = A(X)
= A% = AMAX)=21(X) = 2°X
This shows that A° is an eigen vector of A°
we have B = agA*+a;A+al
BX = (apA%+a1A+a])X
= aoA? X+ajAX+arx
= apA? X+a; 2 X+axX = (ap® X+a; Haz)X
(ao” X+a; May) is an eigen value of B and the corresponding eigen vector of B is X.

Theorm 14: Suppose that A and P be square matrices of order n such that P is non singular then A and
P-'AP have the same eigen values.

Proof: Consider the characteristic equation of P"'AP

It is |( P'AP)-AD) = | P'AP-A P-'IP|

= | P (A-MD)P| = | P [ |A-M] [P|

= |A-M]| since [P!| [P| =1

Thus the characteristic polynomials of P!AP and A are same. Hence the eigen values of P'AP and A
are same.

Corollary: If A and B are square matrices such that A is non-singular, then A'B and BA™! have the
same eigen values.

Proof: In the previous theorm take BA™! in place of A and A in place of B.

We deduce that A”/(BA1)A and (BA™') have the same eigen values.

i.e, (A"'B) (A'A) and BA™! have the same eigen values.

i.e, (A"'B)I and BA™! have the same eigen values

i.e, A'B and BA™! have the same eigen values

Corollary2: If A and B are non-singular matrices of the same order, then AB and BA have the same
eigen values.

Proof: Notice that AB=IAB = (B'B)(AB) = B! (BA)B

Using the theorm above BA and B! (BA)B have the same eigen values.

i.e, BA and AB have the same eigen values.

Theorm 15: The eigen values of a triangular matrix are just the diagonal elements of the matrix.

B3 Qa2 Gyy

0 o P « S
Proof: LetA=| 7 " | be a triangular matrix of order n

0 O..... a

nn
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The characteristic equation of A is |A- =0

Qy1-p Gz e B1n
N T
0 .
i.e, (ai- ) (azn- J..... (am- H=0
= A=ay ,A22,.... Amn

Hence the eigen values of A are ai1, a22,.... ann Which are just the diagonal elements of A.
Note: lly we can show that the eigen values of a diagonal matrix are just the diagonal elements of the

matrix.

Theorm 16: The eigen values of a real symmetric matrix are always real.

Proof: Let & be an eigen value of a real symmetric matrix A and Let X be the corresponding eigen

vector then AX=2X — — — —(1)

Take the conjugate AX = A X

Taking the transpose X" (4)7 = A X'

Since A = A and AT = A, we have XT A=21X"

Post multiplying by X, we get £7 AX = A X Keweeeev )

(1) - (3) gives (A—2)X X =0but T7X¥ =0 =2 1 =0

— ) -2 = X is real. Hence the result follows

Theorm 17: For a real symmetric matrix, the eigen vectors corresponding to two distinct eigen values
are orthogonal.

Proof: Let A1, A2 be eigen values of a symmetric matrix A and let Xi, Xz be the corresponding eigen
vectors.

Let L1 # X2 we want to show that X; is orthogonal to X2 (i.e., X X, = 0)

Sice X, X> are eigen values of A corresponding to the eigen values A1, A> we have

AXi=MX) ----- (1) AXz = Xpmememeeme 2

Premultiply (1) by X7

= XTAX, =1, XTX,

Taking transpose to above, we have

= X{AT(X])" = A X AT(xD)

fe, X1AX, = Ay X] Xopornees 3)

FME,NRCM J CHAITANYA,ASSISTANT PROFESSOR




MAC(23MA101) REGULATION : NR23

Premultiplying (2) by X], we get X]AX, = A, X[ ¥, — — — — — (4)

Hence from (3) and (4) we get

(A4 —A)x{X, =0

= X1X,=0

QA =N,)

X, is orthogonal to X,

Note: If A is an eigen value of A and f(A) is any polynomial in A, then the eigen value of f(A) is f(A)

Objective type questions

1. The Eigen values of [ 0 3] are [
-2 1
a) 1,2 b) 2,4 c)3,4 d)1,5

2. If the determinant of matrix of order 3 is 12. And two eigen values are 1 and 3, then the third eigen

value is [ ]
a)2 b) 3 c) 1 d) 4
1 -1 2
3. If A=[0 2 4] then the eigen values of A are [ ]
0 0 3
a)l, 1,2 b)1,2,3 ol,%,1/3 d)1,2,%
1 -2 2
4. The sum of Eigen values of A= [0 I 3] s [ ]
3 -1 2
a)2 b) 3 c)4 d)5
5. If the Eigen values of A are (1,-1,2) then the Eogen values of Adj A are [ ]
a) (_2927'1) b) (1917'2) C) (13'171/2) d) (_13194)
6. If the Eigen values of A are (2,3,4) then the Eigen values of 3A are [ ]
a)2,3,4 b) ¥, 1/3,% «¢)-2,3,2 d) 6,9,12
7. If the Eigen values of A are (2,3,-2) then the Eigen value of A-31 are [ ]
a)-1,0,-5 b)2,3,-2 c)-2,-3,2 d)1,2,2
8. If A is a singular matrix then the product of the Eigen values of A is [ ]
a) 1 b) -1 c) can’t be decided d)0
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1 2 -1
9. The Eigen vector corresponding to X =200 [0 2 2 ]is [ ]
0 0 -2
2 —1 1 1
a)[7]  b)[1] ) [/] 7]
0 0 1 —1
2 1
10. If two Eigen vectors of a symmetric matrix of order 3 are [—/] and [ 2 ] then the third eigen vector
0 —1
is [ ]
1 1 1 1
a) [2] Db)[2] ) [2] d) [2]
—1 3 0 5
11. The Eigen values of [ > “ | are 3 and 4 then the eigen vectors are [
;7 -1 2
a) 1 1 1 1 =¥ 1 2
LT byl Il | ol I I Il |
1 2 -1 -2 -1 1 1 -1

12. If the trace of A (2x2 matrix) is 5 and the determinant is 4, then the eigen values are [ |
a)2,2 b)-2,2 c)-1,-4 d)1,4

13. Sum of the eigen values of matrix A is equal to the [ ]

a) Pri4ncipa1 diagonal elements of A b) Trace of matrix A c) A&B d) None

14.IfA=] | then A™! = [ ]
-3 3
a)! [7o0— o] b)! [5o—o] o l[7u—n]d) L [70—0]
6 4 2 18
6 2 ) _
15.IfA=] ] then 2A%-8A-161 = [ ]
1 -1
a) I b) 2A ¢) A d) 51
16. Similar matrices have same [ ]

a) Characteristic Polynomial b) Characteristic equation

c) Eigen values d) All the above
7 2 5
17.IfA=[0 —1 2] then A" = [ ]

0o 0 2

a)! [o+o—07] b)! [0+ o+ o]

2 2
o)l [o+ 20— 7] d)! [0+ 20— 7]
2 2
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18. If A has eigen values (1,2) then the eigen values of 3A+4A"! are
a)3,8 b) 7,11 c)7,8 d) 3,6

1 2
3 4

a) 2A2H5A  b)4AMSA <) 2A2H4A  d) SAZ2A
20. If D = P'AP then A% =

19.1fA=[" “) ghop of =

a) PDP!  b) P2D¥(P)? ¢) (P)?D? (p?) d) PD2P"!
1 1 3
21. The product of Eigen values of A=[7 5 ] oo
B [ I
a) 18 b) -18 c) 36 d)-36

22. If one of the eigen values of A is zero then A is

a) Singular b) Non-Singular c¢) Symmetric d) Non-Symmetric

[

[ ]

]

23. If A is a square matrix, D is a diagonal matrix whose elements are eigen values of A and P is the

matrix whose Columns are eigen vectors of A%, then A* =
a) PDP'  b) PD*P"! ¢) P'D?P d) P'D*P

247 i an e
-~ s an eigen value of

a) Adj A b)A.adjA c)(adjA)A d)None

25. The characteristic equation of | Lo

—1 2]
a) X’—3x4+5=0 b)x+3x+5=0
)X +3x—=5=0 d)yx’=3x=5=0

18

5 4
26. 1fA =] ; ol ohoeigen values of A are 6 and 1 then the model matrix is
a) | I bl ] C)[v A d)[z 1 4
11 i = ./ )
27. If A= [1 0 ] then the model matrix is
2%.a) 0 =3_;=y [ 1 [ 1
| | D)l | o)l | d)| |
0 1 1 1 2 0 0 -1
29.16A=11 7 =
: = 5 3l then the model matrix is
Nl =2 1 —Z 1 Z 1 —Z
[ 1 bl I ol I al
1 1 -1 1 1 1 -2 1
1
30. fA=] 3] then the spectral matrix is
5 4 0 3 0 5 0
[ 1l 1T ol 1 dI ]
0 1 0 1 0 1 0 -1
30. IfA = [3 4 ] then the spectral matrix is
4 =3

[ ]

[ ]
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31. If the eigen values of A are 0, 3, 15 then the index and signature of XTAX are [

0
I

-5 0 2
a| . 1b)]
5 0 -2

0
-3

©)1
0

REGULATION : NR23

4 0
)| |
0 —4

]

a)2,1 b) 2,2 c)3.3 d) 1,1
1 1
32. If two eigen vectors of a symmetric matrix are [—/] ooo [ 0 ] then the third eigen vector is
1 —1
1 -1 —1 1
i a) [-]] b) [-2] o[ 1] d) [2]
1 2 1 1

[ ]

33. [ ]

d) None

Product of eigen values of matrix A is equal to
a) determinant of A b) Trace of A c) Principal diagonal of A

34. If A and B are square matrices such that A is non-singular then A"'B and BA™! have [

]

a) different eigen values

c) reciprocal eigen values

b) same eigen values

d) None

35.

a) 2,

2
IfA= [0
0

36.

a) 121

37.0FA=[

4
1

38. IFA= [

a) [0]
-

4
1

n\l

39.IfA=]

40.

fA=[
]

@ [

FME,NRCM

1
1

4
2

5 0 0

0 0 4

4,5 b) -2,-4
3

—4
0

5
7] then A3-1
2

b) 81

4
2 3_|_
|l then 6A-A+A

a) 51

b) 101
—2

] then A3

]
b) I

1
1

b) |
—1

]
2
|
1
then D =

“ wp
5 0

—_—

0

2
0 4

The eigen values of [0 2 0] ooo

-5 01,23

2A =

¢) 101 d) 161

¢) 61 d) 81
-AAHA+6] =

)3l d)SsI

and X = 2 aoo 3 then the modal matrix is

1 -2 1
|

1

o)l

6
C)[o

~
e

d)3,4,6
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1 3

4IIfA:[2 2] thenD= [ ]
VAR, 4 v > v 3 v
| | b) | | ©)l | d) | |
0 2 0 -1 0 =2 0 0

42. If » is an eigen value of A then =™ is eigen value of [ ]

a)A b)A'lc)A™ d) A™

-1 0 0

43. IfA = { 2 —3 0|then the eigen values of A? are [ ]

1 4 2

a)-1,-9,-4 b)1,-3,2 ¢)1,3,-2 d)1,9,4

44, 1f » is the eigen value of A then the eigen values of A are [ ]
a) = S EO EENR B

45. If the eigen values of A are 1, 3, 0 then |4] = [ ]
a4 bl ¢)3 d)o

46. The characteristic equation of [g i] is [ ]

A)RTEEXNFLI=0 b)rF—6x—-1=0
O»+ex—-1=0 dr'—6x+1=0

1 2 -3
47. IfAZ[G 2 1 ‘ thenp 14°P = [ ]
0 0 3
1 0 0 1 0 1 1 0 0 1 0 0
a) [-::; 2 0| blo 2 1] c) [-::; 4 :::] d) [G 1/2 G‘
0 0 3l 0 0 3 0 0 9 o 0 1/3
2 =2 2]
48. IfAz[l 1 1 |the eigen values of A are (2, 2, -2) then p'A’P = [ ]
1 3 —1l
2 0 0 r v Wl 4 SN O 8 0 0
a)[{? 2 0 b)[@ 2 1]0)[{? 4 :::] d)[@ 8 G‘
0 0 =2 0 0 —-21 0 0 4 0 0 -8

—1
49. If the eigen values of a matrix are (-2, 3, 6) and the corresponding eigen vectors are [ 0 ]

1
1 1
[— 1] [2] then the spectral matrix is [ ]
1 1
—2 0 0] -1 1 1
a) { o0 3 0 b) [ | 2]
o 0 &l 1 1 1
4 0 07 -1 f ‘.,'E 1 I,-"' ‘.,"'E 1 .-"II ‘.,"E
c) [-::; g9 0 d| o -1/43 2/Ve
o 0 36l

12 13 1/e
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1 c
2 d
3 b
4 c
5 a
6 d
7 a
8 d
9 a
10 d
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50. If the eigen values of a matrix are (-2, 3, 6) and the corresponding eigen vectors are

(

)

11
12
13
14
15
16
17
18
19
20

—1
-1

1
) and (2) then the spectral matrix is

a)

[oNgo N eI eI o Nie 2l « e Bl o RE o K

1

-—lf\,"E
0

i l,fw.,'E

o 3 0

—2 0 i}l
LO 0 6
lj"*.,"'g
—-1/\3

1/ 1.,"?

1/ Vé
2/\V6
1/ V6

-1

b){d}
1

4 0
d)[a 9

o 0 36

1
-1
1

0
0

Unit-II Eigen values and Eigen Vectors

21
22
23
24
25
26
27
28
29
30

d

I o TSI SR SR ORI R

31
32
33
34
35
36
37
38
39
40

OO Ay o oo

41
42
43
44
45
46
47
48
49
50
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CALCULUS
Let y=f(x) be a function continuous in the closed internal [a,b]. This means that if
a<c<b,
lim f(x) =f(c)and lim f(x)=1f(a), lim f(x)=1(b)
x—c x—a+0 x—b—0

Let y = f(x) be differentiable in the closed interval [ a,b]. This means that if a <c <b , the derivative of
f(x) at x = ¢ exists.
i.e.,lim =

X—=C xX—cC

Further lim ®=f@ and  lim OO s
x—a+0 x—a x—b—0 x—b

exists

Geometrically, if f(x) in a continuous function in the closed interval [a,b], the graph of y=f(x) is a
continuous curve for the points x in [a,b]. If f(x) is derived in closed [a,b], there exists a unique

tangent to the curve at every point in the interval [a,b]. This is shown in the following figures (1), (2), &
A3).

a\o /b/_\ 0| a / a\
NP2 _/

fig (1) fig|(2) fig(3)

Mean Value Theorems
I) Rolle’s Theorem
Statement : Let f(x) be a function such that

1) It is continuous in closed interval [a,b]

1) It is differentiable in open interval [a,b] and

iii) f(a) = f(b)

Then there exists at least one point ¢ in open interval (a,b) such that f'(¢)= 0
Geometric interpretation of Roll’s theorem
Consider the portion AB of the curve y=f(x), lying between x = a and x = b such that
1) It goes continuously from A to B

i) It has a tangent at every point between A and B, and
iii) Ordinate of A = ordinate of B
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Y

A

C C

From the above fig(1), it is self evident that there is at least one point ¢ (may be more) of the curve at
which the tangent is parallel to the x — axis.

i.e. slope of the tangent at ¢ (x = c¢) = 0. But the slope of the tangent at c is the value of the
different co-efficient of f(x) with respect to x, therefore f'(c)= 0.

Hence the theorem is proved.

Eg : 1) Verify Rolle’s theorem for the function f(x) =3 . % gin x in [0.1]
Solution : given f(x) =-Snx

i) We know that every polynomial is continuous in [a,b] so that sin x & e™ are also

continuous function is [0,x]

. sinx

is also continuous in [0,7]
1) Since sin x and e* are derivable in [0,r]

. sinx

is also continuous in [0,7]
iili)  F(o) =3%= ¢ and f(n) = S"_=0

.. f(o) =f(m)
Thus all the three conditions of Roll’s theorem are satisfied.
.. there exists c€ (a,b) such that fl(c) =0
s(c-a)™! (c—b )™ [(m+n) ¢ — (mb+na)] =0
— (m+n) ¢ — (mb+na) =0
— (m+n) ¢ — mb+na

— c=1mbina | (3 b)
+

[ since the point ¢ € (a,b) divides a and b internally in the ratio m:n]

.. Roll’s theorem 1is verified.
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(3) verify Rolle’s theorem for the function log[X2 +ab] in[abl,a>o0,b>o0
(+)

. 2—ab
Solution : let f(x) = log_*
x(x2—ab)

= log (x? +ab) — log x (at+b)
= log (x* +ab) — log x — log x(a+b)

b

1) Since f(x) is a composite function of continuous functions in [a,b], it is continuous in [a,b].
2— . .
ii) flx)=_1_2x Io¥m® Whichexists VW xe (a,b)
2+ ( 2+ )

.. f(x) is derivable in (a,b)
2
iii)  f(a) =log[_"_]=1logl =0
a’—ab)

f(b) = log [ ~logl = 0
+ )

- f(x) = 1(b)
Thus f(x) satisfies all the three conditions of Rolle’s theorem.

..there exists c€ (a,b) such that f'(c) =0

2
. —ab
1e., _°€ =0

(%2+ )

ie.,c?—ab=0

i.e., c2=ab
ie., c=+4/ ab
s c=+/ab € (a,b)
Hence Rolle’s theorem is verified.
(4) Using Rolle’s theorem, show that g(x) = gx* — 6x> — 2x +1 has a zero between 0 and 1.
Solution:
1) since g(x) being a polynomial.
.. it is continuous on [0,1]
i1) since the derivative of g(x) exists for all x £(0,1)
.. it is derivable on (0,1)
i) g(0)=1, and g(1) = 8-6-2+1=1
- g(0) =g(1)
Hence all the conditions of Rolle’s theorem are satisfied on [0,1]

Therefore , there exists a number ¢ € (0,1) such that

g'(c)=0
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Now g!(x) =24x% — 12x -2
oo gie)=0
ie.,24c?—12c—-2=0

ie., 12¢2—6¢c—-1=0

ile.c= 3+v21
.C.,
12

1.e.c=0.63 or-0.132

Here clearly ¢ =0.63 € (0.1)
Thus there exists at least one root between 0 & 1
5) Verify whether Rolle’s therorem can be applied to the following functions in the intervals cited :
1) f(x) =tan x in [0,7]
i) f(x) = S in [-1, 1]
i) f(x) =x*in [1,3]
solution:
1) F(x)=tanx in [O,nr]  since f(X) is discontinuous at x = w/2
Thus the condition (1) of Rolle’s theorem is not satisfied.
Hence we can’t apply Rolle’s theorem here.
i) f0)=Zin[-1,1]
Here f(x) is discontinuous at x = 0
Hence Rolle’s theorem can’t be applied.
iii) f(x)=x*in [1,3]
Here clearly f(x) is continuous on [1,3] and derivable on (1,3)
But f(1) G f(3)
i.e., condition (3) of Rolle’s theorem fails
Hence we can’t apply Rolle’s theorem for f(x) = x> in [1,3]
Exercise : (A)
I) verify Rolle’s theorem for the following functions in the intervals indicated.

i)  x2in[-L1] ii)x(x+3) e*2in[-3,0]

2
i) x2° —2x3in (0,8) iv)X

—x—6
—— in (-2,3)
v) x?-2x-3in(1,-3) vi) |x|in [-1,1]
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answers : 1) ¢ =0 if)c=-2 i) c=1 iv) not applicable
v) ¢c=1 vi) not applicable.
I) Langrange’s means value theorem :- (LMVT)

Statement: let f(x) be a function such that
1) It is continuous is closed interval [a,b] and

i1) Differentiable in open interval [a,b]

Then there exists at least one point of x say ¢ in open interval (a,b) i.e. a < ¢ < b such that

Note : Langrange’s mean value theorem is also known as first mean value theorem of differential

calculus.

Geometric interpretation of Lagrange’s mean value theorem

Let A,B be the points on the curve y = f(x) corresponding to x = a and x=b so that A = [a,f(a)] and
B=[b.,f(b)], shown in figure (1)&(ii) below.

Y y A C3

A

0 | X x>

Fig Li) fig(ii)

g AB= O
=17}

.. slope of chor

By lagranges mean value theorem, the slope of the chord AB = f(¢), the slope of the tangent of the
curve at c(x=c)

Hence the lagrange’s mean value theorem asserts that if a curve AB has a tangent at each of its
points, then there exists at least one point C on this curve, the tangent at which is parallel to the chord
AB.

Another form of Lagrange’s mean value theorem
Let f(x) be a function such that
1) It is contiunuous in the closed interval [a,a+b],
ii) f1(x) exists in the open interval (a,a+b)

Then there exists at least one number 6 (0 <0 < 1)
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such that f(a+b) = f(a) +hf!(a+0b)

Solved examples
Eg (1) : Verify Lagrange’s mean value theorem for
f(x) = x3-x2-5x+3 in [0,4]
solution :
Since f(x) is a polynomial so that it is continuous and derivable for every value of x.
In particular, f(x) is continuous in closed interval [0,4] and derivable in open interval (0,4).

Hence by Lagange’s mean value theorem, there exists a point c in open interval (0,4) such that

fl(C) — F(4)-£(0)

4-0

ie.3ct—2c—5 = £Y 4f R 1) (- fi(x)=3x2-2x-5)
Here f(4) = 43-42-5(4)+3 = 64-16-20+3=31

and f(0) =3
from (1), we have 3¢*-2¢-5 =7

=3¢2-2¢-12=0
. C_2+\/7FF1'47F _ 24VT48 _ 14437
6 6 3

Here clearly c = mg@ ¢ (0,4)
2) Verify lagrage’s mean value theorem for f(x)=logex in [1,e]
Solution:  given f(x) = logex I:flg;) =1
Since f(x) is a polynomial so that it is continuous in [1,e] and derivable in [1,e]

.. By lagrage’s mean value theorem, there exists a point ¢ ¢ (1,e) such that

e—1 e—1 e—1

fl(C ) :f(e)__f(l) _1-0_ 1 o (1)

but fi(c)=1
FayY
C e
c=e-1c(le)

Hence lagrange’s mean value theorem is verified.
3) State whether langrange’s mean value theorem can be applied to the following function in the
interval indicated justify your answer.

F(x)=x**in[-1,1]

Solution :
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Given f(x) =x'3
Clearly f(x) is continuous in closed interval[-1,1]

But fi(x) =1x -1 =_1 isnot derivable at x = 0.
3 3 323

Hence it is not derivable in open interval (-1,1)
Hence we can’t apply lagrange’s mean value theorem.

Exercise : (B)

1) Verify lagrange’s mean value theorem for the following functions in the intervals indicated.
1) Cos x in [0,7/2] i1) x| in [-1,1]
iii) x3-2x?in[2,5] v) 2x? — 7x+10; a-2, b=5

2) Find C of the lagrange’s theorem for
F(x) = (x-1) (x-2) (x-3) on [0,4] ans: CZ%

3) State whether LMVT can be applicable for the function
Fx)=Llin[-1,1] ans: not applicable

Eg:

1) Ifa<b, prove that 1b+_az <tan' a <% using lagrange’s mean value theorem reduce the

following

. 1
i) _+3 <tan'it <_+_
4 25 3 4 6

. 5 +4
i) —__ <tan'2<_*2
20 4

Solution :

Consider f(x) = tan"'x in [a,b] for 0 <a<b<1

Since f(x) is continuous in closed interval [a,b] and derivable in open interval[a,b] we can apply
lagrange’s mean value theorem.

Hence exists a point ¢ c (a,b) such that
fl(X) — _f(b)__f(a)
b—a

Hence fl(x)= —1_
1+ 2

fic) =2
1+ 2

Thus there exists a point ¢, a<c<b such that
1 _ tan~lb—tan~la

1+ 2 b—a

Wehavea<c<b

80
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1+a? < 1+c2 < 1+b>7777777 )
1 > 1 > 1
1+ 2 1+2 142
Using 1) and 2), we have
-1 -1
1 > tan” ‘b—tan ‘a > 1
1+ 2 b—a 1+ 2
or b= <tan'b —tan'a <t (3)
1+ 2 1+ 2
Hence the result.
Deduction:
i) We havet=¢ <tan'b—tan'a <22 ___ (g
1+b2 1+ R
Putb=%, a=1, we get
3
__1+,§_1 1 (4) tan’ (1) < ;_1
= <tanl O -
1+, tan 3 1+12

9

4-3 4-3
N —-— < tan—l (i) _ 1T_< =—
B 3 1 2
9

— 3 +Z<tan! () <Z+1L
25 4 3 4 6

i) Put b=2 and a=1 in (4), we get
271 <tan’'(2) —tan’'(1) < 2L
1422 1422
— l<tan!'(2)-mw/4>1
5 2

— 1+ T<tan!(2)<t+1
5 4 4 2

or ¥*° <tan!'(2) <% _
20 4

2) ProvethatZ+ L<sin" 3<"+ ! using langrange’s mean value theorem.
6 V3 4 6 8
Solution : let f(x) = sin’!(x), which is continuous and differentiable .

Now fl(x) = _L_ - fl(c)=_1

V1—x2 V1—c?

By Langrange’s mean value theorem, there exist ¢ ¢ (a,b) such that a < c<b and

fl(c ) :f(b)_f(a)
b—a
ie 1 sin~lb—sin"la

Ve b-a 1
Wehavea<c<b

81
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Then a2 < ¢ < b?

— 1-a2> 1-c2> 1-b?

>Vi-a?> V1i-¢2 >V1-p?
1 > 1 > 1
Vi—a? = V1-¢? V1-p2

< sin b—sin"‘a < 1
V1—a? b—a V1—b2
b—a . . _
- <sin'b — sin'a <tz
1+a? 14 2

Put a=1/2 and b =3/5

3.1 3 1
fa-13 ia-11
5 2 <sin'l2 -sin-l2 5 2
= * 2 Sy
4 4
) 1
— _2 <gin3 -_T_
1043 4 6 8
_+ 1l o<gin3 <L
6 53 5 6 8

3) Prove using mean value theorem | sin u- sinv | < |u — V|

Solution : if u = v, there , is nothing to prove.
If u > v, then consider the function
F(u) =sinu on [v,u]
Clearly, f is continuous on [v,u] and derivable on(v,u)

.. By Lagrange’s mean valve theorem, there exists ¢ ¢ (v,u)

Such that ¥ F® _ fl (c)

u—v

sinu- sing v
———— =CO0SsC
u—v

But |cosc| <1

| sinu- sing v

<1

u—v
If v >, then in similar manner, we have
|sinv—sinu| < |v—u|
[sinu—sunv|<|u—-v| [..[x][=[x]]
Hence for all u, v ER
|sinu—sunv|<|u—v|

4) show that for any x>0, 1+x <e* < 1+e*

REGULATION : NR23
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Solution:

Let f(x) = e* defined on [0,x] and derivable on (0,x)

.. By Lagrange’s mean value theorem

There exists a number ¢ ¢ (0,x) such that
_f(x)__f(o) :fl(c )

Now ¢ g(o,x)1i.e.,0<c<x
eo<ef<eX
-1
1 <& __<e*<from (1)>

x <e*—1<xe*

I+x <e* < 1+xe*
Exercise : (C)

1) Find c of cauchys mean value theorem for f(x) = V3 and g(x) = Z in [a,b]
pe

Solutions :

Clearly f, g are continuous on [a,b]

We have f(x) =+/x
Flx)=21

2Vx
And g(x) = \1/_;

Ix)=-_1_ ; i
g (x) WA which exists on (a,b)

.. f,g are differentiable on (a,b)
Also g!(x) # 0 V x g(a,b) CR"
.. conditions of cauchys mean value theorem are satisfied on (a,b)

.". there exists ¢ c (a,b) such that

Fb)—f@) — (O
gb)-fla) gl (o)

Vb—Vea __aég
11 1
Vb Va 2c/c
_\/b;—\/_ _2c c
bva e
Vab
FME,NRCM
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Vab (E—D) _
VB—a

Vab = ¢
Clearly c= Vab ¢ (a,b)
Hence Cauchy mean value theorem is verified.
2) Find ¢ of Cauchy mean value theorem on [a,b] for
f(x) = e* and g(x) =¢e* (a,b > 0)
solution :
given (x) = e* and g(x) =e™
clearly f, g are continuous on[a,b] and f,g are differentiable on (a,b)
also g!(x) =-e*= 0 V x ¢ (a,b) such that

Fb)—fa) — f'©
gb)-fla) gl

eb_ e —

e—bh— e—a —e ¢

eb

eQ— gb
=+

— e
:_e2c

ea+b( eb_ea) 2

“h—en ©
D = o2
athb =2c
C= +TC (a,b)
Hence LM VT is verified

Exercise :(D)

1) Verify cauchy mean value theorem for the following

i) f(x) = iz, g(x)=1on[ab]ans:c=2__

+
i) f(x) =sin x , g(x) = cos x on [o, %ans cc=m/4
i) f(x) = log x and g(x) = x” in [a,b], b>a>1 show that— = ;_2
ogb—loga

b—a

iv) fx)=x%,g(x)=x*in[1,2]ans: ¢ = %

Taylor’s theorem
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Statement: If f: [a,b] =R is such that
i) ! is continuous on [a,b]
i) f"lis derivable on (a,b) or f" exists on (a,b) then there exists a point ¢ ¢ (a,b) such that

f(b) = f(a) + = fi(a) +C=9" fi(a) + —+ 0=0" " 1 @)+R

1!

2! n—1

1) Scholmitch — Roche’s form of remainder:
R = (b=a)? (b—c)""Pf"(c) (1)
P(n—1)!
i) Lagrange’s form of remainder : put p=1, in (1) we get
R = (b—a)" £ (c)
1i1) Cauchy’s form remainder : put p=1 in (1), we get
R = ®-® (b= 1f"(c)
n (n—1)!
& )2
Note : (x) = f(a) +(x-a) fl(a) +07 9" (@)+---—-—--- is called Taylor’s series for f(x) about
2!
X =a
Machlaurin’s theorem
Statement: If f[0,x] =R is such that
i) ! is continuous on [0,x]
1) ! is derivable on(0,x) then there exists a real number 0 ¢ (0,1) such that
2
f(x) = f(0) +x f1(0) + x_f (0) +-m-memmm- +x™1 f0-D(0) +R
2! n
1) Roche’s form of remainder:
R = X0 P )
! p(n—1)! ()
1) Langrange’s form remainder : put p=nin (1)

We getRy - (0x)

iii) Cauchys form of remainder : put p=1in (1)

x"(1-0)"7P f7(0x)

We getRn = D!

Solved examples

1) Obtain Taylor’s series expansion of f(x) = e* in powers of x+1

Or
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Obtain the talylor’s series expansion of e* about x = -1.
Solution : let f(x)=e* about x =-1
Herea=-1
s Ax)=er fi(x) =e* fl(a) = ¢!
f(x)=e""" f'(a)=¢"!
We know that the Talylor’s series expansion of f(x) about x =a is

f(x) = f(a) + (x-a) f(a) + £ f11(a) +ormmeemes (1)
2!
put f(x) =e* & a=-11in (1), we get
&% = f(=1) + (1) Fi(=1) + GO T (L) 4 ecmee
2!

2
er=el+ (xt+) el + 2D F v
2!

------ ] isthe required Taylor’s series expansion about x =-1

V1—x? 30
-1

Let f(x) =?; then £(0) = 0
V1 = X f(x) = sin'X---mm-- (1)
Differentiating (1) w.r.t. x, we get
VI=% fi(x) +ix) (2 )= _1
2V1—x2

x V1—x2
(1-X2) fl(X) - xf(x) = 1---=-mom- (2)
Now fl(O) =1

Differentiate (2) w.r.t. X, we get
(1-x?) fi1(x) + fi(x) (-2x) —xf!(x) — f(x) = 0------- 3)
(1-x?) f'(x) — 3xfl(x) — f(x) =0
Then f'1(0) =0
Differentiate (3) w.r.t. x, we get
(1-x?) fl(x) - 2x f'1(x) - 3fl(x) -3xf!(x) - f'(x) = 0
(1-x2) f'1(x) -5xf'1(x) — 4f'(x) = 0
fi(0) — 4fl(0) =0
fl'l0)=4 (.. f1(0)=1)
Similarly fV(O) =0

We have by Taylor’s theorem, .
F(x) = floy+1x+ ! 3 111 Y(0)+ommv

Lo\ LW

2 31 41
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MAC(23MA101)
sinlx =0 +1.x + o 3 111 T
Vi—x2 TR A TE N C AN TIAN ) Rl

3

=X +4—+ .
31
2 24
R — and hence reduce that

3) Show that log(1+e*) =log2 +_+ _ - _
2 8 192

Solution : let f(x) = log(1+e*) then f(0) = log2

Differentiate successively w.r.t. x, w get
1 =

fO=5—" - fo)= 1+1 %

fll(x) ={HeDe e = - i) =0 - 1
1+ )2 a+ )? a+12 4
flll(X) _ (14€e¥)2eX— 2eX(1— e¥)e* (1— e¥)e*[ eX+ e2X—2e2X]
() (1+ g8
eX—p2x

a1+ )

s M 0)=0
(14 e*)3(eX—2e2%)— ( e¥— e%¥) 3(1+e¥)2eX
1+ )o
(1+e")(e*—2e*)— 3e*(1-1) _ 2 _1
(1-1)* 16 8

Substituting the values of f{(0), f'(0),

f(x) = f(0) + xF(0) + — fil(o) + il (o) +
2! 3!
2 9 3 7 (-1

We get log(1+e* ) =log2 +x( 1

=
log(1+e*)=1log2 +_+ _ - _
2 8 192
Deduction :

Differentiating the result given by (1) w.r.t x,

1+
4) Verify Taylor’s theorem for f(x) = (1-x)>? with lagrange’s form of remainder upto 2 terms in the

interval [0,1].

Solution: consider f(x) = (1-x)>? in [0,1]
i) f(x), f'(x) are continuous in [0,1]
ii) fl(x) is differentiable in (0,1)
Thus f(x) satisfies the conditions of Taylor’s theorem.
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We consider Taylor’s theorem with Lagrange’s form of remainder
2
fx) = f0) +x£'(0) * — f11(0) with 0<0 < I------(1)

Here n =p=2, a=0, and x =1
f(x) = (1-x)*? then f(0)=1
fl(x)= %(1—){)3/2 then f1(0)=- 5/2

fI(x) = 15 (1-x)"2 then f'(0x) = 1>.(1-0x)"?
4 4
- Q) = 15
i.e., f1(0) ” (1-6)'2

and f(1)=0
From (1), we have f(x) = f (0/xf'(0) +— pi(gx)
2!

Substituting the above values, we get
0=_2=
o 0.36

.. O lies between 0 and 1.

Thus Taylor’s theorem 1is verified.

5) Obtain the Maclaurins series expression of the following functions.

i) e ii) sin x iii) loge(1+x)
solutions:
1) let f(x) = e* then
f1(x) = f1l(x) = f1'}(X) =-----——- —eX
f(O) — fi(o) = fll(o) - flll(o) ________ =eo =1

The Maclaurins series expression of f(x) is given by

£x) = £(0) +xfI(0) + . F11(0) + <oneme +_fI(0) +oeemeev
2! !

ie,ef=1+_+_ +_ +-—m- ST e—
Logs: 2l 31 !

i) let f(x) = sinx then {(0) =sin0 = 0

Then fi(x) = cos x = f{(0) =cos 0 =1
fll(x) = - sin x =f'(0) = - sin0=0
fl1l(x) = - cos x »f11(0) = - cos 0=-1
fIV(x) = sinx »f1Y(0) = sin 0=0

substituting all these values in maclarins series of f(x) given by,
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f(x) = f(0) +xf1(0) +  fY(0)+ 111 * v
, Z_k ; L o\Wy Z L (V) t=mmm-
sinx=0+x(1)+ (0)+ 4
PRI Ulsey

ii1) let f(x) = loge (1+x)

fx)=1_ > fi(0)=_L =1
1+ 140

o) =i = 10)=

H(X) 2 _)flll(o) —

(1+0)2

(1+0)3 -

PV(X)= o O = 5i5=-6

(1+0)%

substituting all these values in maclurins series expansion of f(x) given by,
f(x) = f(0) + xfl(0) + f1'(0)+ 11 * iy
2 3!
2 3 4
we get , log(1-x) =0+x(1) + — -1+ _ (2)t— (-6) + -
2! 3! 41
3 4

2
log(1+x) =x - _+_ - _ +oemeev
2 3 4

Exercise: (E)
1) Obtain the maclaurins series for the following functions.

1) Cosx 1ii)sinx iii) (1-x)"

2) Obtain the Taylor’s series expansion of sinx in powers of x - —
4

NR23

3) Write Taylor’s series for f(x) = (1-x)3? with lagrange’s form of remainder upto 3 terms in the

interval [0,1].

Applications of definite integral’s
Definite integral:

Definition

Given a function f(x) that is continuous on the interval [a,b] we divide the interval into n

sub intervals of equal width Ax and from each interval choose a point , x;". Then the definite integral of

f(x)atobis
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The integration procedure helps us in evaluating length of plane curves, volume of solids of

revolutions, surface area of solids of revolution, determination of centre of mass of a plane mass

distribution etc.,

Surface areas of Revolution:

Equation of curve

Axis of revolution

Surface area

Cartesion form:
i) Y =1(x)
i) X=1{(y)

X — axis

Y — axis

s=2xf"yV1+ (P2 dx

S=2nfdy\/1 + ()2 dy

Solved examples

1) Find the area of the surface of the revolution generated by revolving about the

x — axis of the arc of the parabola y>=12x from x =0 to x=3

Solution: given y? = 12x
y =2\/3 vx
=23 L =2
dx 2Vx x

. Surface area = 21rfb yW1 + ()72 dx

=2n [ 23 vx VI + dx
0
=4my3 [P VI + T dx
0
L ] 1
=4nv3 [ (1 + x)2
=413 [x_]+33/2
3/2

_'8v3

= 5 [(6)3/2 _ (3)3/2]
== (@ 1]

=24 [2v2 - 1]

2) Find the area of the surface of revolution generates by revolving one area of the curve y=sinx

about the x — axis .

Solution:

FME,NRCM
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Here x varies from 0 to ©/2
s 3 =cos x

Hence required surface area
- /2 i —_—
=2n J:/ SINX /1 + cos2x dx

=2n fol V1 +t? dt (putting cos x =t)
1

=2 [LNTFE + 1_sinh‘1t]
2 2

0

=21 2v2+ 1 sinh! (1) - 0-0]
2 2

=n[vV2 +sinh'(1) ]

3) The area of the curve x = y* between y =0 and y=2 is revolved about y-axis. Find the area of

surface so generated.

Solution : given curve is x =y?

Then —=3y?

. required surface area = 2m [ 2x VT ()? dy
0

=2nf’ y* V1 + (3y?)? dy

= 2nf’ y*V1+9y* dy

=2n [ 145 Yoy (putting 1+9y*=t)
1 36

145
2 3/2]

:1_8 [3 1
5 (14572 1]

Exercise: (F)

1) Find the surface area generated by the revolution of an arc of the catenary y=C cos h X about x —
axis ans : ; c?[1+sinh2
2

2) Find the area of the surface of revolution generated by revolving the arc of the curve a? y=x> from x

=0 to x =a about the x —axi 'L [1v10
0 X =a about the x —ax1s ans > [10vV10 -1]

3) Find the surface area of s phere of radius ‘a’  ans: 4ma’

Volumes of solids of revolution:
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Region Volume of solid generated

Castesion form

i) y=f(x) the x — axis and the lines x V=n[y%dx

=a, x=b

ii) x=g(y) the y — axis and the lines V=n["x2dy
y=¢, y=d
i)  y=yi(x),y=y2 (X)thex —axisand |V =m fu(x; - le) dy

ordinates x=a, x=b

Solved examples:

1) Find the volume of a sphere of radius ‘a’.

Solution :

Sphere is formed by the revolution of the area enclosed by a semi circle its diameter

Equation to circle of radius ‘a’ is x*+y* = a?
Then y? = a>-x?
In semi circle ‘x’ varies from —a to a.

.. Required volume ==t [ 2 dx
—a

3
=n[222-22 ]
3

4 3

= . cubic units

2) Find the volume of the solid that result when the region enclosed by the curve y=x°, y=0, y=1 is

revolved about y — axis .

Solution :
Given curve is y =x*
Then x=y'?

.. Required volume = J'Ol x% dy

1
=n [,('/%)? dy
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5/3.1

5/37

=3[ (1% 0]

3

= < cu units

3) Find the area of the solid generated by revolving the arc of the parabola x*> =12y, bounded by its

latusrectum about y — axis.

Solution:
Given parabola is
x2=12y=4Q)y (i.e x> = 4ay)
let ‘O’ be the vertex and LL! be the latusrectum as shown in fig.
for the arc OL, y varies from 0 to 3.
.. Required volume = 2(volume generated by the revolution about the y — axis of the area OLC)
=2 -3 42 d
T Jo x% dy
=27 (3(12)y d
J 01 y ay

= 24n[y 1= 1087 cubic units
Zo

2 2
4) Find the volume of the solid generated by revolving the ellipse __+ _=1 (0 <b < a) about the
2 2

major axis.
Solution :
Given equation of the ellipse is
2 2
—+ —
-t /- %
When y=0,x==*a (-a,0) (a,O)\/
.. major axis of the ellipse 1s x =-a to +a (o,b)

.. The volume of the solid generated by the given ellipse revolving about the majjor axis
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2
=2n[ab?-% =% gab?
3 3

Exercise :(G)

1) Find the volume got by the revolution of the area bounded by x — axis, the catenary

y = a cosh (¥) about the x-axis between the ordinates x = +a

Ans :ma® (1+1 sinh2)
2

2 2
2) Find the volume of the solid when ellipse _ __ = 1 (o< b< a) rotates about minor axis

2

4
Ans:

Beta and gamma functions:-
Definition of improper integral :-

Consider the integral Jb f(x) such an integral for which 1) either the interval of

integration is not finite i.e a= -ce or b =ce or both ii) or the function f(x) is unbounded at one or more
points in [a,b] is called an improper integral.

Eg:f , ,
0 1+ 4 —00 14x2 0 1—x2

w 1

etc..,

Beta function:

The definite integral Jbl x™ 1 (1-x)™! dx is called the beta function and is denoted by B(m,n).
i.e., B(mn) = J‘Ol 1 (1-x)™" dx , m>0, n>0
Note : Beta function is also known as Eulerian integral of first kind, which converges for m>0, n>0
Properties of Beta function:
1) Beta function is symmetric i.e. B(m,,n) = B(n,m)
Proof: Since B(m,n) = Jbl 2L (1-x)™! dX-mmmmmmmeee €))
We know that [“f(x) dx = [“f(a — x) dx (from properties of definite integral)
0 0
. B(m,n) = J'Ol(l — )" [1-(1-x)]™! dx
= J'Ol(l — )™ 1 x™! dx
— 1.on-1
=)o * (1-x)™! dx = B(n,m) from (1)
.. B(m,n) = B(n,m)
i) B(mn) =2 [ sin?"10 cos10 d6

Proof: We have B(m,n) = J'Ol 21 (1-x)™! dx
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Put x = sin?0 so that dx = sin20 d0
«. Bm,n) = ["*(sin? 6)"~10 (1-sin0)™! sin26 do
= £ﬂ/2 sin?m=20 cos?"20 (2sin6 cos0) dO
=2 fon/ ? sin?m19 cos>'0 do
Or foﬂ/z sin?™=10 cos?™10 dO = 1EB(m,n)
iii) B(m,n) = B(m+1,n) + B(m,n+1)
proof: By definition of Beta function, we have
B(m+1,n) + B(m,n+1) = { Lxm (1x)! dx + fol X1 (1x)" dx
= [Tam A=t 4xmt (1exy ] dx
= J'Ol 21 (1-x)™! [x+(1-x)] dx
= J‘Ol x™ 1 (1-x)™! dx = B(m,n).

Hence B(m,n) = B(m+1,n) + B(m,n+1).
(m—=1)!(n—1)!
(m+n—1)!

Note : If m and n are positive integers, then B(m,n) =

Other forms of Beta function:

_ xn—1
1 B = [® xm ! — [oo dX
) Bmm= g ay - &=l T
m—1 n—1
2) Bmn)= /" 7 &
0 (1+)+
m—1
3) B(mn)=am b [ dx
) Blmn)=am b =
m—1 n—1
4) flx +x ok (,)
0 (a+)* a+)

5) J'b(x — b)™ ! (a-x)™' dx = (a-b)™"! B(m,n), m > 0, n>0

Solved examples:

1) Express the following integrals in terms of Beta functions
. 1 x s 3
1) dx i1) f

0 V1—x? 0 V9—x2
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Solution :
i) Put x*=t
x=+/T so that dx = _"_ dt
2Vt
Limits : If x =0, t=0
andx=1t=1
LT X dx= [
0vV1—x? 0 v 2vE

_1 1 -1/2
s fo@—0  dt

1
=1 J A=t de= 1_B(1, g ) (by definition of Beta)
270 2 2

ii) Put x2=9t

x =0t =3t12
dx =3 {121 g4
2
Limits : When x=0, t=0
x=3, t=1

=T 3 e gy
0 Vo—xZ 0vo—ot 2

_ ; fol(g — 9t)-1/2 (121 g

31 -2 12 1/2-1
70o\?) U T a
3 1114 12
_- 3 -y at
: 3dot?
—1B@,1L
2 (2 ’2)
1 x2
2) Evaluate [ dx
0 V1S
: : 1 1
Solution: consider [~ _ % dx = [ x%(1-25)"? dx
0 V1-25 0

Let x> =t so that x =t!%

and dx = 1t51 dt
5

Upper and lower limits are

When x =1, t=1
and x=0,t=0
Now [T % dx =[x (1—x%" dx
0 Vi—x5 0

1
= [h s (112 1_ RICSIEN
0 2
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1 171 1/2-1
(- at

5 Jo v
_1
=1 B(3_, 1
5 5 2
Gamma function:

The definite integral J‘O‘” e~ x™! dx, where in>0 is called gamma function and is denoted

by (n)
ie., (n) =J'0°° e™* x™! dx
Note : Gamma function is also known as “Eulerian integral of Second kind”, which converges only for
n>0 and diverges if n< 0
Properties of Gamma function:
1) (n)=1 (read as Gamma 1 = 1)

Proof: Wehave (n)= J‘O‘” e™* x™! dx
1= (®e* 0
()= =™ x dx

=7 dx=[-e*]=-(0-1)=1
i1) (n)=(n-1) (n-1), where n>1

Proof: by definition, we have

(n) = foo e ™ x™ dx = [ x™!
0

e - D)) dx
D% o -1
(using integration by parts)

it 04+l [Te ¥ xn2 dx

x—0 0

=n-1) [Tex™dx (. e @' =0forn>1)
0 x-0  ox

()= (n-1) [(n-1)
Note: 1) (n+tl)=n (n)
2) If nis a positive fraction, then we can write
(n) = (n-1) (n-2)------ (n-r) [(n-r) where (n-r) >0
3) if nis a non negative integer, then (n+1)=n!

An important relation between Beta and Gamma functions:

ONQ)
(+)

Proof: from definition, we have  (m)= J‘0°° e~ x™! dx------ (D)

B(m,n) =

where m>0, n>0

Put x=yt so that dx = ydt then (1) gives
(m) = [~ eyt yml gl ydt = [7ym emvigm! dt
0 0
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@ — (0 5=yx ym-1 Iy
Or 2 Jo e rx x™! dx 3)
Multiplying both sides of (3) by J'0°° e Yy™n-ldy e get

(m) J(;O ey yn-l dy _ J(())o JOOO e_y(1+x)ym+n—1xm—1dx dy ________ (4)

[e0)

Or (m) (n)= fO

(o]
f e~ y(1+x) omtn=1 dy ™1 d4x
0

( by inter changing order of integration)

(m) (n)= jf% x™ dx by (3)

xm—l d
(m+n) Jo 3T X

(m+n) B(m,n) (from form(1) of Beta function)

Hence B(m,n) = O
(+)

Note :
D dm=—
2) (tl)=n (@mor (n)=LFL nx0 -1-2,---)
3) (12)=vr

4) fooe‘xz dx =&
0 2

5) Ji)oo e dx = 325

6) |© e dx =V
7) (n)is defined when n is a negative fraction, But (n) is not defined when n=0 and n is

negative integer.

Solved examples:

& i D

11
Solution : 1) )

FME,NRCM JCHAITANYA, ASSISTANT PROFESSOR




MAC(23MA1QL)
2

REGULATION : NR23

We get that [(n) = (n-1) (n-2) ..... (n-1) [(n-r) where (n-r) >0

N
2z
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2
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9 9
-2.C-1» C-1)
2 2 2
9 7 7
=_ ._ /
2 2 2
:9 7 7 7
53 \;_U \;—1)
9 7 5 5
227 @
_9 7 5 5 5
22267 G-D
9 7 5 3 3
2222 @
=27 5. 61 3=
2'2'2'(5 )((5 B
=§.;.5 1((1/2)
2 ¥
=275 (. =+
2 2 2 2 2
1
.. (—,+1)
i) (-1/2) = 2_1/2 =2 (12)=2+1

(. (=l ) if n is negative fraction)

2) Evaluate
i) J‘OZ (8-x)13 dx
ii) f: /2 sin%0 cos?20 do
iy [7/*Vcot® de
Solution :

i) JOZ (8_X3)1/3 dx

Let x3 =8t
X = (8t)l/3 — 2tl/3

dx =2 {131 g
3

when x=0 ; t=0
x=2;t=1

. fzx (8-x3)18 dx = fz 2t1/3 (8-8t)!3 2B g
0 0 3

:f fl £1/3 [8(1-1)]'3 131 dt
370

8 1 2_—1 173
3Jo Uy a
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8
3
g B 2 ‘i) by det nition of Beta function)

2. 4
_2 QG pag= ™ ®

5 ——7r=
Gt+3)
(:29(4 1)f(4 D
_ 8 3 3~
PR (L m=e) @)
=5 @ 0
3 3 3 3
_ 8 1 1
5 \g '\t S e
8 16

9 sin(mt/3) 9_\/§
i1) solution: put2m-1=75and2n-1=7/2
so that m=3, n=9/4
We have fon/z sin?m-19 cos™'0 do :12 B(m,n)
/2 . o il 9
o [T sin?m10 cos>10 d0 = _B -
0 2 (3' 4)
C)
3) (I) ( B(m,n) — (m) (n) )
B+ (+)

-
2

9

HONS®
) D
2 D

9
@

iii) solution:

[ /ooty d6 =["* V= do
0 0

sin®
= LH/Z sin~1/20 cos!?0 do

Pw2m-1=-1/2 and 2n-1 =1/2

Sothatm=1/4,n=3/4
Then fn/z sin1/20 cos'?0 d0 = 1_B(m,n)
0 2
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1 W]
2 S
77
IEENONG!
2 3 7
-1 O a-=5
2 7 7
1
2 sin (T)
— 1 :\/ZT[ - —
T2 g 2 V2
W [ 2 .. 1
3) evaluate i) [ 3% dx i) | x* (logl/x)® dx
0 0

Solution : i) since 3 = e'°23

3—4x2 . e—4x210g3

o 2 [ee] 2
fo 34 dx = fo e~ 4x"log3 gx

Put 4x? log3 =t so that x> =

4( g3
__ VT
x 2+/log3 1 B (1)
dx=___ __ 4
2+/log3 24/t

When x=0 ;t=0 (from (1))
X =00 ;t=00

OO A2 0 _g.2
] 3 47 dx =] e 4x“log3 qx
0 0

— J eto 1 t-1/2 dt
. 4+/log3

a 4+/Tog3 J'OO el 124t

1 0
= e 1
4+/log3 t dt

= ﬁ (%) (by definition of gamma)
1
r 4+/log3 \/E
ii) Put logl/x=t ie., L=¢' orx=¢"
Sodx=-etdt

When x=1,t=0,
t=o00

A xt (log L dx = [ et £ (- dt)
0 X (o]
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— JOOO e—St t3 dt

Pw- 5t=4 so that dt :?

Lx* (logl)Ydx= < gu 33

0 JO \Z} ?

1 .00
= e wdu
=1 (weuytldy
625 J0
1 _
S (. (@m=J>eto t™dt)
_3 =5
%25 625
0 8 1— 6
4) prove that | ) dx =0 using B-[ functions
0 (1_x)24
Solution:
J-oox8(1—x6) dx :J-ooxS(l—x“) dx
0 (1_x)24- 0 (1_x)24
00 x8_ 14
B X)) dx
0 (1-x)24
= - x8 -OO x14
J() (1_x)24 dX—JO (1_x)24—
_ _00 x9—1 ; x15—1 d
Jo (1—x)o+15 dx - JOOO (1—x)15+9 x
xn—l
=B(9,15)—p(15.,9 =)
B(9,15) - B(15,9) ( ..B(m,n) Jo T

=B (9,15)—-B(9,15) (.. B(m,n) =B(n,m)
5) Evaluate [

01 x3y1 — x dx using p- [ functions ;
Solution : 12 1=x dx= '83(1—0)Y2 dx= 'x*1(1-2x) " dx
fo \/ f() -’ 0 ¢

= B(4. %) (using defn of Beta function)

®Q (- Bmny = @
(4+5) (+)

i L‘?E% (- (m)=(m-1))

31 (3/2) _ o3t _ 32

5 3 3 Py
355 & 9753 315

TR
NI

2

6) Evaluate 4 J(;” dx using B - [ functions.

1+ 4

sec?0 do

. _ _ 1
Solution : put x=+tan0O sothat dx T
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Also when x =0, 6=0

And where x -- o0, 0--1/2

: 2 /2 0 1
. o :4 tan 2
~4 v Js Trane gvg S 0 do

= 4™ Veunt do

0 2
=2 [T/21m0 40

0  cosO

12 a2
=2 i 12

Js cos'?0 dO
Put 2n-1 =% and 2n-1=-1/2
= m=3/4 and n =1/4

= 2-1 B(m,n) (.. fn/z sin'/? ¢os!20 dO
2 0

=P, =1B(m,n)
4 4 2
3
[ (m)
=4 (. Bammy =" ")
737
1 1
3 w2\ g (NI Y Ay
v i V2r
7) Show that fl > dx xfl =
0v1—x% 0 V1—x? 4
1
Solution: letl = f 2 dx
b0y
Put  x?=sin0O
So that x2 = sin'2 0
dx = % sin'?0 cosO dO
I :fl 2 dx o= fn/z sind 1 sin"?0 cosB dO
L 0  Vi—sinZ0 2
1 /2 .
:E fo sin'/20 cos’9 do
Put 2m-1=1/2 & 2n-1=0
2 . _
“LIBE L) (o [T sin?™ 9 cos™ ! 6=1 B(m,n)
2 2 4 2 0 2
:l k?;) k;) ( . B(m n): m) (n)
)

@ (. g):Jﬁ)

REGULATION : NR23

FME,NRCM JCHAITANYA, ASSISTANT PROFESSOR




MAC(23MA101)

_ VT
=4
3
()
L= (1
1 r(;) AN )
Now let Iz=f1
0v1—x*

Put x2=sinH

dx =2 sin!
2

A1 =/

_ (m/21
B I

1—x* 0

2

1

N 1le)
— 4

FG/D
From (1) & (2)

o b

2 1

IIXIZ ZIOW- Xfo_m

8) Prove that [ ‘B

dx xfl
0V1—x*

0 VI—x*%

1 2
Solution : leth = ) 7=

Put  x%*=sin®
When x =0, 0=0
When x =1, 0=n/2
11 = J;)ﬂ/z
1

sin® cosO db
V1—sin20 2Vsind

[™? sin1/20 do
0

2
_ 1 frr/Z

sin'/?0 ¢cos%9 d6
0

BCE.2)

2

N~ N

N |-
W
N |-

FME,NRCM

i
_2 fo

lLe.,x=

(- (m=@1) (o-1)

so that x =sin'?0

20 cosO dO

sin~ 120 cosO
V1-sin20

"2 sin=1/20 4o

1 1
W . ny= ™ W
2 W (pmny =)

G

Vel

| 4 \/T’:
~ 4((1/4)

(A,
M

3

(@

X

4

42

VSO so that dx =
2+/sinf

cosO do
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V@
(Z_l) (Z_l)

3

— )

= \/TL' (l) (1)
4

1

Let L=/
0V1—x%

20

Put x2=tan@ sothat dx =_%¢ "
2+v/tan0

_ J sec?d dg
0 2Vtan2@Vtan®

_ lf /4 sec’d dg
2<0 sec@Vtan@

AR K
270 \sin@ cos@

:ﬁf/4 dg
2 70 V2sin@ cos@

dd

fO stQ
1 /2 de ; _
=7z fo ENETal ( putting 20 =t)
=1 J‘n/zsin‘l/zt dt

2v2 Jo
=1

A J'(;T/Z sin~1/2t cos’t dt
Put 2m-1 = 1/2 and 2n-1=0

So that m=3/4 and n =1/2

oY

. Sy ﬂzz-fi _____ 2)

". From (1) & (2),

IxI =
1 2 0 vV1—x4 0 Vi-x*
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(-1D)™n!

1
9) Prove that [ x™ (logx)" dx = i where , n, a positive integer and m >-1
0 (+1) +
Solution :
Put logx =-t sothatx =¢™
dx =-e*dt
Also when x =0, t=co
x=1 ,t=0
o [ham (logx)ndx = [ (e)™ (-t)" (-etdt)
0 )
=(-1)" —(m+1)ttn dt
(e jee

= (-l)n JOOO e—(m+1)tt(n-1)-l dt

—C)_ Y (L fTe R xridx= >0,k 0)
(+1) +1 0
_ (=Dl

(m+1)n+l
(n+1)

Note: [ Lem (logl)n dx =
0 ( +1) 1

10) Show that

H o [Tx e dx=_" (1>0,k50)
0

i1) J'0°° e dy=m (m)

Solution :

1) We know that (n) = J‘0°° f At ) C—— (1)

Put x=0,t=0
X =00 , t=00
(n) =y~ e (ke (kdt) ( from (1))
=k (et dt
0
=kn J'OO e—kt Xn-l dx
0
or [Zxle™dx= ™
0
ii) Puty/™=x ie., y=x™ sothat dy = mx™! dx

" J'Ooo ey dy = J'0°° e™* (mx™") dx
=m[*eb x™dx

=m (m) ( by definition of gamma function)
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Exercise :(H)
1) Evaluate [“x*Var==x* dx ™
0

32
2) Show that [x* (1- [x)’ dx =2p(10,6)
Jo

00 v8(1_vb
3) Evaluate [©2 07 dy ans:0

0 (1+ )%
/2 (3
4) Show that [ Vsec® d6 = 7(%
4
/2 — /2 dx _
5) Prove that [ 0 Veosx  dx X o — T
6) Evaluate [ ! ans : T
0 +/—logx
7) Evaluate fn/z Vtan® + sec® dO  ans: i (1_)+\/;L_]
0 2 4 )

G
8) Provethat [“vxe2dx x [ e~ e dx using B - [ function and evaluate
0 0

2
e ) /4

X2
9) Showtha‘[f0 Vxe dx  x fo = e

10) Evaluate [~ x® e®2dx x [~ x8e™ dx  ans:_ (3 (3
0 0 2

[oe]

Objective type Questions
1. The value of ¢ of Rolle’s theorem for f(x) =5 in ((0,I1) is

a) II b)Z c)g d) <

2. Using which mean value theorem, we can calculate approximately the value of (65)"° in the
easier way
a) Cauch’s b) Lagrange’s c) Taylor’s Il order d) Rolle’s

3. The value of Cauchy’s mean value theorem for (x) = e* and g(x) = e™ defined on [a,b], 0<a<b is

) vab  hE 9l D=

4. 1If f(x) is continuous in [a,b], f'(x) exists for every value of x in (a,b), f(a)=f(b), there exists at

least one value ¢ of x in (a,b) such that f'(c) =
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a) 0 b) atb c)c d)b
5. Lagrange’s mean value theorem for f(x) = sec x in (0.2I1) is

a) Applicable b) not applicable due to non-differentiability

¢) applicable and FE d) not applicable due to discontinuity

2 2
6. F(ath)=f(a) + hfl(a) + h_z @)+ +h_2 f(a+0h) is called

a) Taylor’s theorem with lagrange form of remainder
b) Caughy’s theorem with lagranges form of remainder
¢) Raiman’s theorem with lagrange form of remainder

d) Lagrange’s theorem with lagrange form of remainder

7. Iff(x) =f(0) +t.evrvrerrnnnn F'(0), —then the series is called
a) Maclaurin’s Series b) Taylor’s Series
c¢) Cauchy’s Series d) lagrange’s series

8.  The value of Rolle’s theorem in (-1,1) for f(x) = x3-x is

0 b)+ L L dy+L
a) ) 7 c) > ) i
9. The value of x so that £~ 5@ f1(x) whne a< x<b given f(x)= 1_2 ,a=1, b=4
b—a
Tt

10. The value of ¢ of Cauchy’s mean value theorem for the function f(x) = x2, g(x) = x* in the

interval [1,2] is

Y ¥ hy 9F d) &
11. If f{0)=0, f'(0)=1, f'(0)=1, f1(0)=1, then the machlaurin’s expansion of f(x) is given by
2 3 : 3
a) X+7+? eI b)X+7+? I
2 3 2 3
C) -X-7+? . d)X-7+? et

12. The value ¢ of Rolle’s theorem in [1,2] for f(x) = x> + 1_2is
2
3 b) 2 1 d)2
a) 2 ER )2
13. Lagrange’s mean value theorem for f(x)=secc in (0,2m) is
a) Not applicable due to discontinuity b) applicable & c= —

2

c) not applicable due to non differentiable d) applicable
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14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

In the Taylor’s theorem, the cauchy’s form of remainder is

n—1 -1 a—
a) e M G0 b) h* f* (a+6h)

ne_pyn—1 _ n+1 —
5 R (1-0)""1f" (a—6h) d) R (a—6h)

Ln—1
The value of ¢ in Rolle’s theorem for f(x) = sinx in(0,ma) is
a) 1 b= o d) =
The value of ¢ in Rolle’s theorem for f(x)=x2-x in (-1,1)
a) 0 b) 0.5 c) 0.25 d) -0.5
The value of ¢ in Rolle’s theorem for f(x) = x2-x(0,1)
a) 0 b) 0.5 c) 0.25 d)-0.5
The value of ¢ in lagrange’s mean value theorem for f(x) = e* in (0,1) is

a) Log(e-e') b)loge(c) c)log(e+l) d)log (e-1)

The value of ¢ in Cauchy’s MVT for f(x)=¢* and g(x) =e™in (3,7) is
a) 4 b) 5 c)4.5 d) 6

The value of 0 if f(x)=x? & f(x+h)=f(x)+hf'(x+0h)

a) -0.5 b)0.25¢) 0 d) 0.5

The value of ¢ in Cauchy’s mean value theorem for f(x) =v/x and g(x) = 1? in (1,4) is
X

a) 1.5 b) 2 c)2.5 d)3
The value of ¢ in lagrange’s mean value theorem for f(x) = logx in [1,e] is

a) (e-1)"! b) e+l c)e-1 d)e
1
Lagrange’s mean value theorem is not applicable to the function f(x) = x3in [-1,1] because
a) F(-1)#f(1) b) f'is not continuous in [-1,1]
c) fis not derivable in (-1,1) d) fis not a objective function
Lagrange’s MVT is not applicable to the function defined on [-1,1] by f(x) =xsinl (x#0) and
f(0)=0 because
a) F(-1)=f(1) b) f'is not continuous in [-1,1]
c¢) fis not deriable in (-1,1) d) fis not a one to one function
The value of ¢ for lagrange’s MVT for the function f(x) =cosx in [0, Z] is

2

a) Cos!(®) Db)sin!'(®) c¢)sin! @) d)Cos! @)

The value of ¢ for Rolle’s theorem for f(x)=(x-a)(x-b) in [a,b] is
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a+b

) - pVab o) ath a

2

27. The value of ¢ for lagrange’s mean value theorem for f(x)=(x-2)(x-3) in [0,1] is
a) 0.5 b) 1 c)2.5 d)2

28. The value of ¢ of Rolle’s theorem for f(x)=(x-1)(x-2) in [0,3] is
a) 1.5 b) 2.5 c) 3 d)2

29. The value of ¢ of Cauchy’s mean value theorem for f(x)=sinx and g(x)=cosx in [0, Z]
2

b) — - d) —

2) 3 ) 6 ) 4 ) 3

30. Maclaurin’s expansion for log(1+x) is

2+ 5 4 2+ 3, 4
===+ +="=T— +
a) X > 3 7 e b) x > i
2+ 3, 4 2+ ; 4
b) C)X+E e Z-i‘....d)x—; 3 E—i_

31. Maclaurin’s expansion of cosx is

a) Zoo K2r b) Zoo (_1)rK2r
=0 =0 @)

C) ZOO (_1)r(K2r+1 d) ZOO K2r+1
=072 +1)! =0 2 +1)!

32. The expansion of e* in powers of (x-1)

a) EE” ) b) e’ X2 iy
= ! = !

o) e VD, d) T DL
= = !

33. The expansion for sinx in powers of (x-E is
a) 1-L(x-D2+1(x-D%- ...
2 2 4 2
b) x+x-E)+L(x-D3+
2 3 2
¢) 1+ (x-E)2 +1 (x-B)*+ ...
2 2 4 2
d) x= (xB)2+ L(x-D3 H
2 3 =

34. Volume of the solid generated by revolving y=f(x), the x-axis and the lines x=a, x=b is
a) [ P x? dx b) [ b Ty’ —x)dx ¢ [ b my? dx d) none

35. Volume of the solid generated by revolving the area bounded by the curve x=f(x), the y-axis and
the lines y=a, y=b is
a) fbnxz dx b) fbnxz dy ¢) fbnxz dx d) fbnyz dy

36. The volume of the sphere of radius ‘a’ units is
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a) 2 7 b)_3 c) ma’® d) 4ma’
3 3 3

37. The surface area of solid generated yb revolution of circle x*+y?=r? about the diameter is
2 2 4 2 4 2
b) ©) —— d) 4mab’

a
) 3 3

b) ’n b)2r’n ¢)3r’n d) 4r’n

38. The surface area of solid generated by revolution of circle x>+y?=r? about the diameter i)
a) r'm b)2r’n  ¢)3r’xn d)3r’n

39. Jb/z i3 cos??xdx=

40. J'O/Z i7 @ gx=

AL g2 % de=

42. ((3/4)1 (1/4)=

43, J‘O‘” x® e dx =

4. " -

0 v1—x5

45. The value of J'ﬂ/z sinP@ cos’0 d6 in terms of B function in
0

46. The value of ((-1/2) =
47. The value of ((1/2) =

48. The value of ((1)=
49. The value of B(* ) =
22

~

50. The value of [ (%) [ (%) 3

51. The value of J‘O°° x~k* xn1 dx (n >0, k>0)
52. The value of B(1,2) + B(2,1) =

53. In terms of B function fooo sin’0+/cosO d6 =

54. B (p+1,2) + B(p,gt1) = _

55. The relation between beta and gamma function is

56. J‘°° e~ dx =
0

57. J_Ooo e_xz dX =

59. fon/z sin®™=10 cos?™10 d6 =

60. If n is a non negative integer, then [(n+1)=
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UNIT -1V
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FUNCTION OF SEVERAL VARIABLES

F . (s | Variabl
A Symbol ‘Z’ which has a definite value for every pair of values of x and y is called a function
of two independent variables x and y and we write Z = f(X,y).

Limit of a F ion f(x.v):-
The function f(x,y) defined in a Region R, is said to tend to the limit ‘1’ as x—a and
y—b iff corresponding to a positive number €, There exists another positive number 6 such that
| f(x,y) —1|< e for 0<(x-a)’+ (y-b)* < & for every point (x,y) in R.
Continuity:-
A function f(x,y) is said to be continuous at the point (a,b) if
Lt fx,y) = f(a,b).
X—a
y—b

Homogencous Function:-
An expression of the form,
ao x"+a x"'y +ax"2y>+ --- -+a,y" in which every term is of nh degree, is called a
homogeneous function of order ‘n’.
Euler’s Theorem:-

If z=1(x,y) be a homogeneous function of order ‘n’ in x and y, then X 5%+ Yb%=ngz
6 6F
Total Derivatives:-
ifu=1(x,y)

where x = ¢(t) , y = y(t)

then du =gudx +oudy
dt ox dt oOydt

2) if f(x,y)=c

then
dy = - (Ou/0x)
dx (Ou/oy)

3) if u = f(x,y) where x = ¢(s,t), y = y(s,t)

then
ou = du ox @+ du 0y
0s Ox 0s oy 0s
ow L= Do) Cox 5+ L Daus Loy
ot Ox ot oy ot

Eulers theroms problems;

1.Verify Eulers therom for the function xy+yz+zx
Sol;  Let f(x,y,z)=xy+yz+zx
f(kx,ky,kz)= *f(x,y,2)

This is homogeneous fuction of second degree
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of_ of _ of_
We have Pl Az 6y-x+z o, Xty

x4y 20 =x(y+z)ty(xtz)tz(xty)
6

6 "6
=XytXztyxtyz+zxtzy
=2(xy+yz+tzx)
=2f(x,y,z)
PROLEMS:
1.Verify the Eulers therom for z=__1 _
2+ +
2.Verify the Eulers therom for u= sin~! “tan~1”_
3.Verify the Eulers therom for u= x?tan!2-y2tan'~ and also prove that
62 _ 2_ 2
66 2+ 2

Jacobian (J) : Let U=u (x,y), V=v(x,y) are two functions of the independent variables x,y. The

jacobian of (u,v)w.rt(x,y)is given by
(uv) J( %) _

Similarly of U=u(x,y,z),V=v(X,y,2), W=w(X,y, 2)

1

J (._._:') = dlur) = ‘ i,

- - a4
X0 Bilxa) Ly

Uy ‘ Note : J

Then the Jacobian of u,v,w w.rto x,y, z1is given by

U, U, U

UMW &{upw) ¥ 1

= =3 x e =

J (.r E ) & (.20 W w W
7 pall =

o(x, y,2)

1. Ifx+y?’=u, y+z22=v,z+x*=w find
o(u, v, w)

Sol: Given x +y?’=u,y+z’=v,z+x>=w

U, U, Ug 1 2v 0
We have ?.:3 —| v vy v, ||l 1 2z
T Wa Wy We 2¢r 0 1
= 1(1-0) — 2y(0 — 4xz) + 0
=1-2y(-4xz)
=1+ 8xyz
2 lx ) 1 1
= Bluvw) [i: ;:] 1+ S8xyz
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2. S.T the functionsu=x+y+z,v=x>+y*+2z>-2xy —2yz-2xz and w =x>+y*+ 73 -3xyz
are functionally related. (07 S-1)
Sol: Given u=x+y+z

v=x2+y?+ 72 -2xy - 2yz -2xz

w=x3+y3+ 2 -3xyz

we have
Uy Uy, U
Bluy v, v v
P * Yy U=
{xanz) ) ' '
W, W, W,
1 1 1
= |2x — 2y — 2z 2y —2x — 2z 2z — 2y —2x
3x% —3vz 3v? — 3xz 3z — 3xv
1 1 1
=6| x—v—=z V—x —=2 I—yv—x
x® — vz vi—xz z? —xy
C1 =>C1—C2
C2=>C2—C3
0 0
=6 2x— 2v 2408z I—v—x
xf—yz—vy*+xz ¥ —xz—z> +xv zt — xy

=6[2(x - y) (y* + xy—Xxz-2* )-2(y - 2)(x* + Xz — yz - y*)]
=62(x -y y-2)x+ty+2z)-2(y-2)X - y) X +y+2)]
=0

2 (x =)

B (alarnaty

=)

3. Ifx+y+z=u,y+z=uv,z=uvw then evaluate

06 S-1)
Sol: x+y+z=u
ytz=uv
Z = Uvw
y=uv-—uvw =uv(l —w)

x=u—-uv=u(l-v)

X, X, X,
Aix y.=) N .
E'l_l. - U:I } _ ill ‘
S Sy W
1—v —u 0
= |v(l-w) ull-w) —uv
W UW U
R2=>R,+Rj
11— —u 0
- e u 0
FELTE UW UV
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=uv[ u—uv +uv]

=u?v

ZEE) — 483 (07 S-2)

4. Ifu=x*—y?,v=2xy wherex=rcosf,y=rsinf S.T

8)
Sol: Given u=x*>-y? , v =2xy
=r’cos? & —r’sin? @ =2rcos & rsin &
=1?(cos? 8 —sin? &) =12sin2 #
=r?cos2
Aluw _ U, g _ ‘ E-TEOSE-E r:[—SiHEEJE
Bir.8 | v, Vg | 2rsin2f r’ (cos28)2
o1\ o528 —rsin2 &
V@ | sm2e r (cos28)

= 412 [rcos?26+ r sin?2 6]

=41%(r)[ cos?26+ sin?2 ]

=413
¥ya Xz xN A
5. Ifu=— ,v=— ,w=— find — (’08 S-4)
x ¥ = =N
. ¥z x=
Sol: Givenu= T LVE— WS
X
— We have
=
U, U, U,
B{u,pmw) R T
ar - = & ¥ =
{xan2) . . :
W, W, Wy
¥E H
u = yz(-1/x3) == Uy== U =
- F xZ — X
Ve =1 By k2 160 T et
4 o
_ ¥ , _ Ed _ 2 _ —XN
wo=t =t wmxy (L) =22
—yz = ¥
it T 5 2
'k =]z —x= x
CAE - = r——— e
¥
¥ x —x3
=z -2 =
1 1 1 ¥z XE Xy
=% % ° yz — xz Xy
-1 1 1
= Ly=) (=) {xy) 1 —1 1
J.':_".'z.-?:
1 1 -1
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= 1[-1(1-1) -1(-1-1) + (1+1) ]
=0-1(-2)+(2)
=2+2
=4
Assignment

2ix.v.E)

—_—

Calculate Ay ifx=yvw ,y= ywu ,z=+ur and u=rsinf cos@, v=rsinf sin® ;w=r

cos?
6. Ifx=e secd,y= e tanf P.T Z‘E z:;.’*” =1 (’08S-2)
Sol: Given x = e" sectl, y = e’ tan #
Blzy) _ | ¥y g a(r8) _ ‘ = Ty ‘
2ir8) Y Yo |7 8txs) g, ¢
x,=e'secld =x , 5= e'secftan @

v,=e¢'tanf =y ,  ¥g=c sec?t
x? —y? = e (sec’f tan® ¥
= 2r=log (x*—y?)
= r=% log(xz—yz)

=t (20 = i
—wd )
=V O T
7 —wd )
x _secd _ Ljeosf 1
v tand sinf fcosd sind

i 0 N e
= Sinf - ,IS' sin (x )

5'1_ = = 3 — -
_\.' = A ET TR
b= =2=(x) ==
1—— vE "

"
arxsy |2 sech tanf A &

= = . = e gec?f - y efsect tan?
8 (r&) e sec2f y

=% sec [sec?d - tan?f ] = e sec ?

x —y
Aird (x2-y2 (x2 -yl
Alxa 3 1
xi— o -yt
e S ]
(x® =y % — xlx— xt—
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Functional Dependence

Two functions u and v are functionally dependent if their Jacobian

JE2) =

Bluv)
()

‘ U, U,
3

v, v, ‘ =0
x ¥,
If the Jacobian of u, v is not equal to zero then those functions u, v are functionally independent.
** Maximum & Minimum for function of a single Variable:
To find the Maxima & Minima of f(x) we use the following procedure.
(1) Find f'(x) and equate it to zero
(11) solve the above equation we get Xo,X1 as roots.
(ili)  Then find f!(x).

If f'1(X)x=x0) > 0, then f(x) is minimum at xo

If f'(X)x=x0),< 0, f(x) is maximum at Xo. Similarly we do this for other stationary points.

PROBLEMS:
1. Find the max & min of the function f(x) = x°-3x*+5 (08 S-1)
Sol : Given f(x) = x° -3x* + 5
f1(x) = 5x* - 12x3
for maxima or minima  f!(x) =0

S5x*—12x3= 0
X=0,x=12/5
f1(x) =20 x> — 36 x*

At x =0 =>fll(x) = 0. So fis neither maximum nor minimum at s = 0

At x=(12/5) f(x) =20 (12/5)} — 36(12/5)
~144(48-36) 25 =1728/25> 0

So f(x) is minimum at x = 12/5

The minimum value is f(12/5) = (12/5)° -3(12/5)*+ 5
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** Maxima & Minima for functions of two Variables:
Working procedure:
1. Find Z—i and Z—f Equate each to zero. Solve these equations for x & y we get the pair of values
(a1,b1) (a2,b2) (a3 ,b3) cevvnvininennnin.

2
2. Find1=2S o @ 2f
ox? 0 x oy 0y?

i) IF /In-m?>0and/ <0at (a;,b)) then f(x ,y) is maximum at (a;,b:) and maximum value is
f(a1,b1) .
ii) IF In-m?>>0and / >0 at (ai,bi) then f(x ,y) is minimum at (a;,b;) and minimum value is
f(ai,b1) .
iii) IF /n-m?<0 and at (ai,b:) then f(x ,y) is neither maximum nor minimum at (a;,b:). In this
case (ai,b1) is saddle point.
iv) IF /n-m?=0and at (ai,bi), no conclusion can be drawn about maximum or minimum and
needs further investigation. Similarly we do this for other stationary points.
PROBLEMS:
1. Locate the stationary points & examine their nature of the following functions.
(07 S-2)
u=x*+y*-2x2 +4xy -2y?, (x > 0, y > 0)
Sol: Given u( x ,y) = x* + y* -2x? +4xy -2y?

ou
For maxima & minima — — 0> Ay
ox oy
P
LA Ax+4y=0 = xX*-x+y=0 > (1)
=4y’ +4x-4y=0 = Y +x-y=0 > (@)
Adding (1) & (2).,
x> +y3=0
LEx3 -y >(3)

(1) = x2-2x = x=0,"2,—2

Hence (3) =y=0, <2, 2
2
1=/

2

82u 8 , du 22u
:12X2—4 , m:H:E E‘_ ) =4 & IIZE:T :12y2—4

Ox
In—m?=(12x2—-4)(12y>—4)-16
At(—v2, V2),In-m?=(4-4)24-4)-16 =(20) (20)-16 > 0
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The function has minimum value at (—v2, v2)
At (0,0), In—m?=(0-4)(0-4)-16 =0
(0,0) is not a extrem value.

Investigate the maxima & minima if any of the function f(x) = x3y?(1-x-y).

(‘08 S—4)
Sol: Given f(x) =x%y? (I-x-y) =x’y%-x%y? —x%y?
% = 3x%y? — 4x%y? -3x%y? z—f = 2x%y - 2x%y -3x%y?
For maxima & minima z—i =0and z—f =0
= 3x%y?—4x3%y? -3x%y? = 0 => x%y’(3 — 4x -3y) = 0-----mmmmmmmeee- > (1)
= 2x%y —2x%y -3x%y? = 0 => x’y(2 - 2X -3y) = 0--m-mmmmmmmmeeen >(2)
From (1) & (2) 4x +3y—-3=0 2
2x +3y-2=0 3
2w=1 @x="
4()+3y-3=0=>3y=3-2,y=(1/3)
82
=97 _ 6xy%-12x%y? -6xy>
Ox?
(&f)
1 _2 1\ L/ &y1/10) V\ L/ &g\ LI e W \1/4{} \1/.}} _U\llhl\llJ} I YRS VS S Vv A Y a4
NG
-l Y _I
s :EQE):Oxy-oxy—yxy
Ox0y
(1)
| | 2,13 =6(1/2) (1/3) -8 (1/2) (1/3)-9(1/2) (1/3) =¢g_s-3=_4
\ x0y ) Tz 12
n= Z:{ =2x3 -2x* -6x%y
(2f)
U (U213) T 4\L4) Te ) TUag vy o lot-1 -
kﬁv ) §og 2 8
1 1 -1 1
In- m? =(-1/9)(-1/8) —(-1/12)? = " Tm “12 12 >0

The function has a maximum value at (1/2, 1/3)

3. Find three positive numbers whose sum is 100 and whose product is maximum.
(’08 S-1)
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Sol: Let x ,y ,z be three +ve numbers.
Givenx +y+z=100
= Z=100—-x-y
Let f (x,y) = xyz =xy(100 — x — y) =100xy —x?y-xy?

For maxima or minimag =0 and Z—f =0
22 —100y -2xy-y? =0 =>y(100- 2x ~y) =0 > (1)
jf— 100x —x2 -2xy = 0 => x(100 —x -2y) = 0 >(2)
From (1) &(2)

100 -2x -y =0

200 -2x -4y =0

100 +3y =0 =>3y=100 =>y=100/3
100 - x «(200/3)=0  => x=100/3

82
f

1
f fﬁ (100/3 , 100/3 ) = - 200/3
K

m= 62—f =2 (8= )=100 -2x -2y
OxOy  @&x déy
( 62f\| (100/3, 100/3 ) = 100 —<(200/3) —(200/3) = -(100/3)
v
> f
n= Fyz_ = -2x

In -m? = (-200/3) (-200/3) - (-100/3)?> = (100)? /3

The function has a maximum value at (100/3 , 100/3)

i.e.atx =100/3,y=100/3 1 £3 100—100—100 g
3 3 3

The required no. are x = 100/3, y = 100/3, z=100/3

4. Find the maxima & minima of the function f(x)=2(x?-y?) —x*+y* (°08 S-3)

Sol: Given f(x) = 2(x? —y?) —x* er4 =2x2 2y? —x* +y*

a

For maxima & mlnlma =0 and E—f =0

L =dx-4x’=0 =>4x(1x)=0 =>x=0 ,x==%1
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L=ty +dy=0 =>-4y(l-y)=0 =>y=0,y==1

=227 =4-12x?
dx2
dxd ox\ oy

we have In — m? = (4-12x%)( -4 +12y? ) -0
= -16 +48x? +48y? -144x%y?
= 48x2 +48y? -144x2y? -16
i) At(0,+1)
In-m>=0+48-0-16=32>0
1=4-0=4>0
f has minimum value at (0,+ 1)
f(x,y)=2(x*—y?) —x* +y*
f(0,£1)=0-2-0+1 = -1
The minimum value is ‘-1 °.
i) At(£1,0)
In-m?=48+0-0-16=32>0
1=4-12=-8<0
f has maximum value at (£1,0)
f(x,y)=2(x*~y*) ~x* +y*
f(£1,0)=2-0-1+0=1
The maximum value is ‘1 .
i) At (0,0),(=1,£1)
In-m?<0
1=4-12x2
(0,0) & (=1,=£1) are saddle points.

F has no max & min values at (0,0),(x1,%1).

Assignment
1. Find the maximum value of x,y,zwhenx +y+z=a.
nmﬂr’.p;|:ﬂm+n+;‘_-

r
[ Ans: a1 g YA THE ]
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*Extremum : A function which have a maximum or minimum or both is called

‘extremum’

*Extreme value ;- The maximum value or minimum value or both of a function is

Extreme value.

*Stationary points: - To get stationary points we solve the equations z—j =0and

% =0 i.e the pairs (a1, b1), (a2, b2).cvvreerrennnee. Are called
Stationary.
*Maxima & Minima for a function with constant condition :Lagrangian Method
Suppose f(x , y, z) = 0------------ (1)
EI(X5y;Z):0 ______________ (2)
F(x,y,z)=1f(x,y,z)+¥ @(x,y,z) where ¥ is called Lagrange’s constant.
1. F =287 4,80 = e 3)
Ox B U oAx
F =0 =585 +5 80 = emeeemeemeemee @)
ay &y iy
OF = =>8f 4+, 80 = e (5)
Oz = T 8=

2. Solving the equations (2) (3) (4) & (5) we get the stationary point (X, y, z).
3. Substitute the value of x , y, z in equation (1) we get the extremum.
Problem:
1. Find the minimum value of x* +y? +z* given x +y + z =3a (08 S-2)
Sol: u = x? +y? +z2
O=x+y+z-3a=0
Using Lagrange’s function
Fx,y,z2)=ux,y,z)+¥ O(x,y,z)

For maxima or minima

ai=£ +':;E:2X+':;:O ------------- (1)
Ox x dx

S TN Y | N— )
ay By T B !

OF —ou 4, 80=07 4, = Occecemeeee 3)
oz = - F) !

From (1), (2) & (3)
y=-2x=-2y=-2z
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D=x+x+x-3a=0
x=ga
Xx=y=z=a

Minimum value of u = a2 + a2 + a% =3 a?

Fill in the blanks-

GIETREY

1. if u=x+y and v=xy then _a ) =

d(x.1)
2.if x=e"cosv, y= 2" 51V then 2

dfuv)
w1
1 (22)-

W, XY
4. if u=f (xm) then)F (I) =
&lu.1) iz

. N X, .,
iz T EPREY

&lu.1)

6. Two functions u and v are said to be functionally dependent if Arrat -

X i i i 7w
7. fu=—and v=—""- then;F — =
¥ x-y

XV

i)

8. If u=e™ siny,v=£"x cosy then =

Bz, 1)
TRE X
9'JF ._1-') f (I)_

10. If x=rcos'5},y=rsinIEI then | (ﬂ)=

& {7

11. If u=3x+5y and v=4x-3y then 3(xy) =

v w,r
13. If u=; and v=xy thenJF (—)=

XY
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OBJECTIVE TYPE QUESTIONS

24 &lu.1)
A4, Ifu=  -2y,v=x+y then —a (x3) =
(@) (x+ 1)% (b)2(x+1) (c) 3(x+1) (d) None
w,v Xy
16. If u(1-v)=x, uv=y then;F (kl) . f (;) =
(a) 0 (b)1 (c) xy (d) None
Ly _ _ uwv )
17. If u:—?&;}% ,%/= tan x1+ y then;F (_) . f (ﬂ) =
1-xyv X,V W, v
(a) 0 (b) 1 (c) xy (d) None
/ - ww
18V Are sk , v=2x functionally dependent? If so what is : ?
(a) yes,1 (b) yes,0 (c) No,0 (d) None
- a GIETREY
19. If u=X"y,v=XV* then———is
- d{x.1)
()52 972 (b)4 x 7 y? (c) 2x7y? (d) 3x%y?

(Assignment Questions)

{ Functions of Several Variables}

Bl 2)

dluaww) °

1. Ifxty?>=u , ytz=v ,z+x’>=w find

Silxane)

dluvw]

2. If xty+z=u, y+z= uv, z=uvw then evaluate

3. S.T the functions u=x+y+z, v=x*+y>+z>-2xy-2zx and w=x>+y*+z3-3xyz are
functionallyrelated.

4. Find the max & min values of the function f(x)=x—3x*+5.

5. Find three positive numbers whose sum is 100 and whose product is maximum.

6. Locate the stationary points & examine their nature of the following functions
u=x*+y*-2x2+4xy-2y? (x>0,y>0).

.- . . Jlupw)
TEf &= V=, w= —fmd
& ¥ =

dlxy.z)
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Multiple Integrals:

Definite Integrals: Let y =f(x) be a function of one variable define and bounded on [a,b]
consider the sum E :'1=1 f (l}-) ) X; of this sum tends to a finite limit as n => suckthat length

of 6X; tends to O for arbitrary choice of the t;’s. The limit is define to be the definite

b
integral fa flx)dx,
The generalization of this definition to two dimensions is called a double integral and

to three dimensions is called a triple integral.

b rya(x)
Double Integral: An expression of the form fa yf:"x} flx,y)dy dx  or

b rxa{(v)
fa fxf{-y} f (l’. }’)d X dj—’ is called an iterated integral or double integral.

1 :

4) Evaluate fﬂ fﬂx ¥ty dy dx
1

Ans: = E(E _ 1)2

L VX 2 2
5) Evaluate [, [ (% + y?) dxdy

1 \CRPNP. 2

= [, _ dx fyz (7 + ¥ )y

1 . 3 =
dx [x?y + 13" &

“Jx=p
1 2 = *':"-.'.;:'3 3 ﬂ d
=) ol VX + =271 = [x° 4+ —]] dx
_ E i
1 R E T
_ 7 JEEtaca BN
= ), _glx2 + - ; | dx
7 3
()2 ¥ )2 ax* 1
-7+ 3.2 3 4}0
2 "2
2) il i 30414—-35 g 3
AR 105 105 35

[0 (xy + ey axay
Sy + e yayax

Las= [ [ (xy + €7 axiay
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v S+ e xty
[y 2+ 4] — [y.2 + 3¢ Jay
- [Ty 5 + e”ldy
[y 2+ e¥]?

~(Crare?)-Cro
4 ' 4

2 :
RH.S =f:[f1 (xy + e¥)dx]dy
.?2 F
L Lt T

:f:{{x.g-l—e’z] - [;E-I-E‘]}dx
= :[z—x-[-a?z —E'] dx

2
=[§%+ e’x — ex] 3

:(i * 0+ Jo2 — 39) _(Z* 16+4E’2-4e)

21
=—+E‘2 —e
4

++L.H.S=R.H.S

3. Evaluate f f V dx dV where R is the region bounded by the parabolas V' P —4xand x? =

4y
The co-ordinates of points O & A are (0,0) and (4,4).

FME,NRCM JCHAITANYA, ASSISTANT PROFESSOR




MAC(23MA101) REGULATION : NR23

0 ¢ X
B
4 v=24x
[[ydxdy=[_ dx| 2" ydy
- j_.i‘:T

4 v 2yx
=[x ()32

1 xz xz 4
=—[4.— — o
2 2 16. 5
1 - 54
2[ _15]

1160—64 195 48
=50 ]_2[5]_5

[y dxdy==

4. Evaluate f f x* + ¥y * dx dy in positive quadrant for which x+y<I.

ffx2 + }’zdxdyZ
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1 1-x
= f dxj (x*+ y*)dy
x=0

=

1 X

—xﬂ(x }"-I— dx

:fﬂl[xz(l — x) o
:fﬂl[xz — x? +i (1 —3x+ 3x%—x?)]dx

-
=

1—x]

| dx

(2x3 4 xt 1 )
=33 73X 0
211 1 4-3 1
:___+___:_:_
3 3 3B 6 6

- 1
x4 y2axdy=2
Change of order of integration:

5. Evaluate the following integrals by changing the order of integration.

Sol:

1 1=x%
Iy I3 7 y*dxdy

The area of integration lies between y=0 which is x-axis and
y=V1l—x"=>x21y%=1
Which is a circle. Also limits of x are 0 to 1.

Hence the region of integration is OAB and is divided into vertical strip for changing the

order of integration, we shall divide the region of integration into horizontal strips.

The new limits of integration become x = 0 to x= Vs }’2 and those for ‘y’ will be y=0 to y
=1.
Hence

VI=y?

1—x2 .
LT yrdxdy - J_gdy [0 v? dx

V1—y?
Lo y?[Ge)y ™ 1y
1 2
Ly NI= y2dy
Put y = sinf chosﬂdH
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FO =>'|9 - O,
T
2

y=1 =>8

T

hence I= f;zﬂ sin‘fcos?0de

m 1
202

6ff 2+ 2ydx

Sol. The region of integration lies between x=y a straight line and passing through the origin
x=a and y=0. Also the limits for y are 0 to a, which is AOAB and the region is divided by

horizontal strips.
By changing the order of integration take a vertical strip PQ so that the new limits become

y=0 to y=x and x varies from 0 to a.

Hencel—f f 2 dy dx

=fdxf _

}J:ﬂ :.,:2 + }_,2

a 1 -1V
fx:ﬂx. (;mn ;)Gxd.x:
a R 1
=fx:ﬂtml (1)dx
_I a _T4
=3 (x)5 = :
ma

a ra X
. fﬂ fj} x—z +y2dydx=z

=l

7f f“ﬂ(?c + y*)dxdy

'_

| =

which is a parabola and y= i

=]

Sol. The region of integration is defined by y= \JI— = "l

=> x=ay is a straight line passing through the origin. The points of intersection are O(0,0) and

A(a,l). The limits for x are 0 to a.
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Integration is done by taking strip parallel to y-axis. By changing the order of integration take

a strip PQ parallel to x-axis. The limits for x in this case will be x=a j—’z to x=ay and that for y

will be y=0 to y=1.

E]
-
r= 1= .

y=iz. . ,
C=[0 L 203+ v dxdy R
a %a.

AR Vi

1 x=ay ° /(3'
B '[J-’=ﬂ fx=a}{2(x2 + y?) dxdy ——(—9'{/' '

as v y r _‘5_."3 1
={——+ a—= 5 ——
(3 4 4 5 Jo
a> a a® a a® a
:_—‘,—_____ :_+_
12 4 21 § 28 20
a yzx'la 2 2 a’ £
S (x dxdy=—"+__
J;} ff:% (x“+ ¥9) ¥ 2a 20

Change of variables:
Let x and y be functions of u and v and let x = G'(H, ) and y = x(u,v) then

fR [ £ (x,v)dx dy is transformed into leff{Eﬁ('u, v),x(u,v)} | Jdu dv

P
a8 (x.)

PP is the jacobian of transformation from (x,y) to(u,v) co-ordinates and R'is

Where o =

the region in the uv plane corresponding to R in the xy plane.

In polar co-ordinates x=rcost |, y= rsinf

dx  dx
q_|er es ]casﬂ —rsind
= ~ r . = . = r
Gy, Ay sin@ - rcos@
ar a8

~ [ JfGoyddxdy = [, [ flrcos8, rsing} rdé
8. Evaluate the following integrals by changing to polar co-ordinates.
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Since both x and y vary from 0 to “C , the region of integration is the xoy plane, change to

polar co-ordinates, x= €088, y =1sinf dx dy = r dr d9 and (x* + ¥*) =2, In the region

T

of integration ‘r’ varies from 0 to % and & varies from 0 to S
' fﬂ f{r e - dxdyZIEZGJ;,:GE rdrdf
Putt 12

dt=2rdr
r=0=>1t=0

=50 =>t = oL

2 (= —edt
I= E=ﬂfﬂ = gdﬂ

13 — £
=5f§[—€ 1540

Lo LT
~2 w]ﬂ:z'z:

B |

9. Show by double integration, the area between the parabolas J-"E = 4ax and
2 16 2

X" =4ay is 5@

Sol:

The P OI of given curves is A(0,0) and B(4a,4a). by taking a vertical strip parallel to y-axis.

We get the area between the two parabolas as:
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V .
\-l ‘K-:‘_ (‘( [ IS
: / C
' - .
—
4a rv=2+ax
A= x:ﬂ-&,zﬁ dx
ia
da 2+Jax
- x=ﬂb}]£ d
da
da — x
fx 0 (2 \.-ﬂx——ﬂ) dx
3 4a
— xZ x> 3§ 16 16
- [2+a.—4— — — ~a’.—a?=—a*
- 12 3 3 3
2
. J- J‘}’_E‘aﬂx _1{-',- 2
' 3
4-:1

Triple integrals:

Let f(x,y,z) be a function which is defined at all points in a finite region v in space. Let dx,

av,

SZbe an elementary volume v enclosing of the point (X,y,z) thus the triple summation.

limgy—o 2 2 2 f(x,y,2) 6x, 8y, 6z
8y -0
dz—=0

If it exists is written as fff f(x,v,z) dx dydz which is called the triple integral of f(x,y,z)
over the region v.

If the region v is bounded by the surfaces x=x1, x=x2, y=y1, y=Y2, z=21, z=2> then

[ f(x,v,2)dxdydz = f:z le _]jzf(:!c, v, z)dx dy dz
Note:

(1) If x1, x2; y1, y2; Z1, 22 are all constants then the order of integration is immaterial

provide the limits of integration are changed accordingly.
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1.€.

Z2 ¥z ¥z
= f j f f(x,v,z)dx dy dz
Z1 V1 X
Y2 rZ2 X2
= f f f f(x,y,z)dx dz dy
¥ T2 Xy

Xa r¥a2 rZa
— f J f f(x,y,z)dz dy dx
X1 V1 T &

(i)  If, however Z;, Z; are functions of x and y and V;, V> are functions of x while

[

Xqand X5 are constants then the integration must be performed first w.r.to ‘z’ then

w.r.to ‘y’ and finally w.r.to ‘x’.

1.€.

I f(x,y, 2)dxdydz =

x=b ry=0a{x) pz={xy)
— f f J f(x,y,z)dz dy dx
x=a -y z

r=04 () =51 (20,07)

10. Evaluate the following integrals:

[ 1 a3l
(i) fﬂlfgl i f” o xyz dz dy dx

0
Sol 1 Vi1—x* *-.-"1—x?—}.=2
fx:ﬂ f}?:ﬂ- fz::} XVZ dz d}" d‘x
W
_ 1 ‘\fm— 22 Vi-xT—y
-~ Jx=0 {fy:ﬂ- ]:xy ?]ﬂ } d}" dx
1 ".-"l—xz Xy {:l_xz _J},Ew
- TCZEI{J;}::Q [ 5 J:| dy dl’
1rl Vi—x?
=2 x=0 {fy:ﬂ [I}—' > xay _I}’EJ} dy dx
:E 1 [x}rz B .‘(.'3}’2 B 24 V1—x2 dx
2 dx=0 2 2 4 0
R ) N 3 B G S
27x=0 2 2 4
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1 ;1a—x% —x3+x%) x(1-2x%+x*)
= —~ dx
270 2 4
1 1x—2x3+x5j Exg—x—x5j
_= — dx
20 2 4

S x = 2x® + x5dx
g0

1
1 [xz 2x* xé]
1]

8

2 4 G

11 1 1 1
= |- 4+4= —
8[2 2 EI 48

ol 12T 12Tyt 1
--fﬂ fﬂ | xyz dz dy dng

0
>l 7 .
(ii) ff flﬂgj ff logy dz dx dy
Sol. I= f;=1 f;igl} f;l logz dz dx dy

Consider f;:l logz dz =[zlogz — z]¢"
—e% loge™.-e" 11
=xe¥.e* 4
:E‘x(x-l)Jrl

1 r
1=/, L= De 11

= ;
Consider ilog} f(x)e* e*+1) dx

_ logy
= [xe* —e*— e*+ 1]7°

_ logy
= [xe® — 2e* + 1],

= [vlogy — 2y-+logy] - [e-2e+1]
= (y+ 1)logy — 2y + (e — 1)
Izﬁzl yiogy + logy — 2y + (e — 1) 4y

e
¥

2 2
= [;logy ——+ ylogy—y —y* + (e - l)y]l

2

2
=[S loge —= + eloge —e —e” + (e — 1)e]-
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[loglt —+ logl—1-1+e—1]

ez e 1
:(? - +e—2e)(— PR

2el—e?_ge+1+12
4

2 8e+13]

N ffw [ logy dz dx dy { [e° -8e+13]

APPLICATIONS OF INTEGRATION

Length of curves (Rectification):

The process of finding the length of an arc of the curve is called rectification .

Equation of curve

Length of arc

Cartesion form:

i) y=f(x) & x= a, x=b;

i)  x=f(y) & y=a, y=b;

b
S= (1+( )2 dx.

S=[" |1+ (&2 d
a \/ + (d)_,) Y-

Parametric equation:

x=x( ), y=y( )& = 1,8=,

§= 9812 f(dg)z +( 2)? df.

Polar form :
i) r=f@) &b =a8=F
i) 8 =0@) &r=r1,r=n

B
S—[7 |2+ (G2 d

rz2 | 5 48, 5
S —jI \'“ + (1)) dr

1. Find the length of the arc of the curve

=2Sol: Given y=10g(€x —

dy e’ e’

y =log (e*"+1

E':{

) from x =1 to x

1)-1og€™ + 1)

e —1+e%+1 2™

dx :ex—l _ef’5+1:e [

2
Hence required length = fl

FME,NRCM

|
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| 2X
2 de
-] I|1 +‘E'2*‘—1; dx
fz |||’E'2:*+1; fz |||’E'2:*+1;
1 \‘I’.eh 132 dx. =J4 \‘I’.eh 1)% dx.
m o
5 JI:EEJ' —1:I X
= 2e +e
:fl [.\92.1 —17 dx :fl aX =3 dx
‘\J gl '
log [(e e )]
EE_E—E
—log( % —1)
(,'::el+e_1}{el—e_1}
= log 1 )
1
=log(e+7)

2. Find length of the loop of the curvex =t>,y=t—t/2
Sol : Here ‘x’ is even function of ‘t’. & ‘y’ is an odd func of t, so the curve is

Symmetrical about x- axis.

Intersection with the co-ordinate axis:

2 tz
PutF0=>t-?=0=>t[l-;]=O
= t=0 or 3=t~ =>t=\-‘f§

* ) 3\3
= ~-x=00rx=*~.,'3-T

x =3
Thus the curve cuts x-axis at A(0,3) and O(0,0) due to symmetry a loop is
formed in between these two points.
dx

dt) ) dt

Requlred length =2 f

= rﬂ,vil-tz—i—(l t%)?dt

43 [ ra—T
=2 ], 7 (1 + t2)%dt
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=2t + %L =2[V3+ 3;—3] =2v/321=4V3

3. Find the perimeter of the cardiod r=a(1-c0s3 ).

Sol: This cardiod is symmetrical

about the initial line and the maximum value of r is 2a when & =T and

minimum value of r is 0 when & =()
++ It lies with in the circle r=2a

“+ perimeter = 2 x length of curve

O 2 o (42
=2fH\|? +(E) o

T

_ g ; J (2 —2cos6)? 48

2]y Va*(1 — cos8)? + a?sin?6 40

f
) g
~ 2l \f‘zﬂ — (1 —2sin® (2) a0

-2a(2) [, sin (g) df

=l
—Co5—- T
=-da[—7]¢

2

T
- 8a [—cosg + cos0]

=-8a
*» perimeter = 8a

Volumes of solids of Revolution:

Region Volume of solid generated
Cartesian form:
(i) y = f(x) the x-axis and the Ver J‘;’ y2dx
lines x =a, x=b
(ii) x = g(y) the y-axis and the Ve fcd x2dy
lines y =c, y=d

(i)  y=y1(x), y = y2(x) the x-axis and

ordinates x=a,x=b

h . }
V=n[ (y:— yi)dx

FME,NRCM
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(iv)  x=xi1(y), x =x2(y) the y-axis and
ordinates y=a,y=b

V=r[(x2 - x2)dy

Parametric form:

(1) X= Ej[‘f), y= @(t) the x-axis

and ordinates t=t; , t=t

2dx

—dt
dt

2
V=7Iftl y

(i) x= Ej[‘f), y=@(1t) the y-axis

and abscissae t=t; , t=t,

t2 ay
_ 24y
v=m [ x —dt

Polar form:

(i)  r=f&) the initial line
& = 0 and the radii vectors

8 =a, 6=p.

2T ﬁ'..3 .
V=?fu r sinf deé

(i)  r=f(&) the initial line

0= perpendicular to the

=

initial line and the radii vectors

8 =0, 6=p.

V=2?ﬂ: ff 73 cosB db

(ii) r=f8) the initial line
H = 1 and the radii vectors

8 =0, 6=p.

v-2 [P r3sin (6 — 1) do

1) Find the volume of a sphere of radius ‘a’.

Sol: Sphere is formed by the revolution of the area enclosed by a semi-circle about its

diameter.

Equation to circle of radius ‘a’ is el j-"z £u Cl (1)

In Semi-circle ‘x’ varies from —a to a.

a 2
Required volume = f_ aﬁ Y odx

_TT f_aa(ﬂz —x?) &

1%a

—n[a‘x — =
3

FME,NRCM
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l'."lf..-| l'.'I..-|
-’ ——+a®——]
3 3

2 CI,E 4 rra:'"

=ﬂ:[2a3—T]=

2) Find the volume of the solid generated by revolving the lemniscate

ta |*-|

ri-a (:052Iral about the line g =

T

Sol: Given 7"* = &”c0s28 the upper half of the loop. ‘8” varies from 0 to " P—E:E—B
Required volume obtained by revolution of the loop about the line o o=
g_=~

21 z
Volume =2 * 3 fc‘f rcosf df
=— J#(a”cos®)z coso b

T 3
- [¥a®(1 - 25in?6)2 cosb ¢f

Let V25in8 = sin®
w"ECDSS{;Q = cos@ dD
When & =O=>sin® =0=>® =0

T
A =— —>sm® \,2— >@—E }
am T . 1
==—a® [2(1 — 25in’®)2 = cos® @
3 0 V2
4-‘1':'.'1 i
f (cos*0) o
1 (n—1) (n—-3) 1 &
i cos~8 4f = — — %= (ifni
s1ncef d n - (n=2) 2 5 (if n is even)
2 x-"Errag 3 1 =@ -..E:rz a3
3 4 2 2
Surface areas of Revolution:
Equation of curve Axis of Surface Area
revolution

Cartesian Form:
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(1) y =f(x) X — axis b dy
s=a2m [y Jl + ()% &
(ii) X = Ef’(y) Y — axis g TR
s=am [l x [14 ()%
€ \ll dy Y
Parametric Form:
i  x=x),y=yt) |X-axis t2 dx
s=am [y G + G2
(i) x=x(t), y=y(t) Y — axis
s=a7 [, x '(,:H)2 +( 2 a
Polar Form:
(@) r=1f(&) g=o0 g2 . [ dr. -
S=2T rsing (r)* + (—)% 48
(x —axis) o *J( ) (dej
(i) r=f(&) 07 2Tl fﬂz rcosd |'I(’r)2 + (E)Z 8
z S=27"Jgq \ g’ d
(y —axis)

1) Find the surface area of the solid generated by the revolution of the cycloid

x=a(3 + Siﬂgl y= a(:L + c058) about its base.
Sol : Given x=a(f + sinf) y=a(l + cosd)

& g —ad + -*:058) — _-agmﬂ

For cycloid 8 varies from 0 to 27T

Surface area = 27T szy ll(dﬁ)z +( )2 af

zerif]

:2?][23.2 fﬂz

g
a(1 + cos8) 2a. cos(5) 48
"2 cos? (g) de

= 87a’ f;n cos? (g) de

6

Lett=7 2dt=d0f

B=0=t=0
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=2 —>(=T1

= 8ra’ f; cos3t 2 dt

™

=16ma’2 fﬂi cos3t dt

2 2
327 a .E.l

64ma’
3

2) Find the area of the surface of the revolution generated by revolving about the

x-axis of the arc of the parabola }TE =12x fromx=0tox =3

1

BE 2 oy L
Sol:y=2‘u 3\rX=>dx=2‘u 3 N

3 | day., .
surface area = 271 fﬂ y |1+ (:)2 dx
3 — — 3
=2 fﬂ 21,-'3\;,1:\}1 + —dx
X

—
= r3 — +3
=41V 3 f{r VX IIXT dx

-

ra| L

N ey

pa e +

3
2

8m 2

== 1(6)2-(3)7]
N

-3 (3)F (D))
V3

=241 [2y/2 -1]

3) Find the length of arc of the curve x =28 — sin28,y=2 sin®f as & varies from
OtoT

dx

g =2 2c0s20 = 2(1-co )

Sol:

day
40 ~4sinf cos =2 sin2f

dx = (1- cos28)
dé
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ds 2 ay. -
dE‘ \‘I (dﬁ) (dﬁ')

=J4 (1 —cos26)? + 4sin?28

=2,/(1 — 2c0s28)2 + cos?28 + sin?28

=2,/(1 — 2cos26)+1

=2,/2(1 — cos26)

=242.2 sin?8=22s5inf =4s5inf

T ds

Lengthofarc—f —dﬂ f 4 5inf do

=4 {E{)Sﬁ];} = -4 [cosIiT — cos0]
= 4[-1-1]
=-4[-2] =
4) Find the length of the curve 9x>=4 (1 + J-’zj * from the point (§ , 0) to the

1045
point (—,,2)

Sol : Given curve is 9x% =4 (1 + yﬁ) ?

x? :S(l + y%)°

> 2
x=3(1+ y%)?2

dx 2 3 1
d_yzg *E(l + y2) 2 2y

1
2

=2y(1+ }"2)

E |1_[_ d_xz f 2 2
2y =\ (G 1B a2 1+ y?)

=1+ 4y? + 4y*)

-J(2y?)2 +2.2y%.1 + 12)
—Ry*+1)

Length of curve = J-; (2}’2 + 1)dy
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16+6 22
PROBLEMS

1). Show that the volume of the solid generated by the revolution of the loop of the

curve ¥~ (@ —x) =x*(a + X) about the x-axis is 27 [log2 - i] a’

Sol: Givencurveis V(@ —X) =x"(a+ x)
It contains only even powers of y hence it is symmetric about x-axis for x=0 =>y =0
and for y=0=>x=0 orx=-a

“+it passes through (0,0) and (-a,0)

0 .
wv=m [ y?dx
s
0 x“{atx)
v=r [ ———
—a (a-—x)
2 3
0 {ax~+x7)
v=mr | ——d
a  (a—x)
3
] 2a
v=m | —x?—-2ax —2a®*+— dx
A ta—x)
3 2
X 2ax -
v=nl; - = - 2a*x — 2a’logla — x|12,
2

v=21a’ [log2 -7

2). Find the volume of the solid generated by revolving the lemniscates

r? =a” cos29 about the line = ;—L




Given

k= | A

curve is 7* =@ cos28 the upper half of the loop & varies from & T0

Required volume obtained by revolution of the loop about the line OY i.e. § =
T z 21
- Volume =2. J:; < 3 cos@ do@

I, =
=2. f*ﬂ (a? cos28)z cosd db

_4ma? f* (CDSES)Z cos6 do

_ e’ f“ (= 25{'112(8))5-':055 de

Let M"?S ing = sin®
== ~,,-"2_ cost dg =cos€j d@

When & =0=>sin@=0=>€120

i T
6 -— —>s1n‘:3“J V2 .___=>@=E

V2

_dma’ f2 (1— 23{':12({3))%% cos® dd

zxz Ta3 fz CDSZ(@)dQ

21;’2_*[-:1 3 Ty (T
= [l L =L g T
3 4 2 2
V2 r2a? V2 r2a?
8 V= 8

3). The part of the parabola cut off by the Latusrectum is rotated
(i) about the Latus rectum (i1) about the axis.

Show that the volumes generated are in the ratio 16:15

Sol: Equation of the parabola is j-‘z = 4ax
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Let vi be the volume generated when rotated about the Latus rectum and vz be the volume
generated when rotated about the axis equation to Latus rectum is x=a.

When the area of the parabola cut off by the latus rectum revolves about the latus rectum any
point(x,y)

On the parabola describes a circle radius a-x

LV = i"[f (I — X)Edy

_:rrf M(a -
. 4
2{1 . : }:
2
=27 a®— —+
fﬂ 15a2dy
2 }’3 y° 2
vi=2mla‘y — —+ —=]5"
1 { Y 5 Sﬂag]ﬂ
3 8a’ 32a°
=2T|2a
2 { 6 80.:12]
3 4-:13 2:13
2 [ 3 5
3 30-20+6 316 32ma’
=2Ta” [ ]=27a’ =
15 15

Vo=T fﬂ (}’)2 dx

T f; 4ax gx

_ ﬂ:{amx

vl 32ma® 16

3

15 =2ma®-0y=2 wa®
"Vv2 is«2ma?® 15

4) Find the surface area of the solid generated by the revolution of the cycloid x=a(5r
64 o

+sin3), y= a(1+cos‘93I about its base is 7~ 7Tc",

Sol:  Given equation of cycloid is x=a(f5I +asinf ), y = a(l+cos& )

& a(1+cosa)

E = —asinﬁ,
daf
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rl (da)z Gs

'a?(1+ 2cos 8 + cos?@ + sin?6)

—a+/2(1 + cos8)

‘ , 8
—a x||'2.2. cos? )

=2.a cﬂs(gj
For the arc of cycloid & varies from 8= 0to 8=21
“rsurface area = f o 2 ?T}" - dﬁr
. e
= ZHf;H a(l + cos 8)2a r:os(_—) df
—4imzf 2.cos (E) cog( ) &f
3 (27 3(Y
—4ma’® [ 2.cos (2) a0
-8ma? |, cos®t (2dt)
Let t=_E 8=0 t=0
2
df = 24t =21 t=T
-16ma? = 2 J"}E cos3t (dt) [sincef;af(x)dx =2f;f(x)dx]

64 wa

2
-nra’(D)a=(———)
3 3
5). Find the area of the surface of the revolution generated by revolving about the

x-axis of the arc of the parabola J-"z =12x from x=0 to x=3

Sol: Given parabola }’2 = 12x

dv 1 43
o 2 -2\3 —="=

X 24x yx

ds | ay. 5
> 1+ E

dx | (dx)
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jx+3

_ 1+ S |—
\I x \I X
3 as
Surface area = fﬂ 2TT}’ E dx

—2m [’ 2 ~,,f'§ﬁ\f"x_€ ax

1
—4m\/3 fs (x + 3)2dx

=4mV3[—=—13
2
S E E
—5[62-32]
3 2
:f_332[2f_1]
-8m.3[22 1]
:2471[25_1]

6) The lemniscate 12 =a? cos28 revolves about the initial line find the

surfacearea of the solid generated.

2 g

Sol: Given curve is 7'~ =01

cos2Differentiating w.r.to
3 d r F o
2 712 sin2g

[E1Y] [£5 D1l Rt

dg r
ds [ [ 1_. 2
el P dris, | a~sin<28
qg ot (de) ja” cos2t + ——5—
R A
{ £
i a“sin< 26
= |a® cos20 + ————
\ a“cos28
11.:705229+5in228
=
\|| cos28
a
~ +/cos28

Ifr=0=>C0528 =0ic20 = ig
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= g =——,
4

& 1A

The curve consists of two equal loops.

T
n dar
"+ Required surface area = 2 fﬂ“ Zﬁy E de

m

= 4T fﬂIr sinf——— d@

Weos2@
s
T _ u
=47 [+ a\c0s526 sinf—— d@
o Veos28

T

=4ma? [ sin@ de
T

= 4mma’ [—cosﬂ]g

2 -1 2 1
=4TA[— = -T=
4 [ 2 +1]=4mTa~[1 1__.2]
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MULTIVARIABLE CALCULUS(INTEGRATION)

(ST

1) The length of the curve y = § X2 fromx=1tox=41is

2 2 2.2 2.2 3 2. 2 2
@ 352 ®m322 ();(52.25 (@;(52+27

4 2
2) The length of the curve y = 3 X2 fromx=0tox=20is
1 2
@P  ®PRS @RS (d)None
3) The length of the curve x=t> — 3t, y=3t? from t=0 to t=1 is

@ 4 (b 8 (c) 6 (d)2

I
4) The length of the curve x=¢' sint, y=e' cost from t=0 to t=—"is
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(a)2€ez (b) ez-1 (c)2(ez-1) (d) V2ez-1

2 2 2
5) The perimeter of the asteroid X2 + V2 =02 jg
(a) 4a (b) 6a (c) 8a (d) 12a

6) The perimeter of the loop of curve 9y? = (x-2)(x-5)? is
@23 ®; @43 @
7) The perimeter of the cardioids r=a(1-cos &) is
(a)da (b)2a (c)6a  (d)8a
8)  The upper half of the cardioids r=a(1+cos &) is bisected by the line

@8-3 ) 6=,  ©f= (@ None

9. The volume generated by revolution of =2acos & between
n
§=0tof =—is

1Ta? 2ma® 41a° Sa®

(@)= (b) = o) 2 G

0. [ [Ty dydx
4 4 2
(@73 (®) 2 O d)3

=

1

—

(R D dnay

@3@h*) @b ©2a@HDhY) (@@ DY)

11 dx dy
12. fefa Sl

J (1—x2)(1-v?)

@7  ®F ©; @7
13, [ [Te 0 dxd
NN xdy
T T T T
(@7 (b)3 ©; 3

14. J.-Gﬁ fﬂa:z'mg rdr de

— -5
e T

(a)— (b)
4

—
4(2 (Cj“f (d)?
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1 p1-x?
15. The iterated integral for f_ . fD f (x, j.-') dx dy after changing order of

integration is-------

1 1—972
Ans: fﬂ _Jﬂx.-l—'_ p: flx,y)dxdy

- V

FILL IN THE BLANKS;

a poxT+y7
16. f o f ,:: " dx dyafter changing to polar co-ordinates is...............

ax'bz_ }'2

I
17. 0 Il , Xy dx dyafter changing the order of integration is...............

18. .J-Gj .I-f .J-; rye dx dj', dz... . ...

19. The area enclosed by the parabolas x4 yand ¥ i 3L

20. The area of the region bounded by V' * —daxand X7 = 42y 1S..cieiiiiiiin

21. the area of a plate in the form of a quadrant of the ellipse = + I 1

2 [ ), [Jxyxdedydz.

23. f_11 f_zz f_ga dx dy dz

(a) 12 (b) 24 (c) 48 (d) 36
24. The volume of tetrahedron formed by the surfaces x=0, y=0,z=0 and
Y Z
- + b + - = 1 iSmmmm——

25. The volume of tetrahedron bounded by the co-ordinate planes and the plane

xty+z=Y i/ b A AN
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INTEGRATION AND ITS APPLICATIONS

(Assignment Problems)

(i) Evaluate f JWJI jf i@,&@b{ 9’5’ )

1+ x2+ y
2) (i) Evaluate _U(’JL‘ + 1) dx dy in the positive quadratic for whichx +
y<Il

(i1 ) Evaluate ff (1'2 + ¥ 2) dx dy over the area bounded by the ellipse

22 32
= + 521
asinB r dr d8
3) Evaluatef f ﬂ_m
4a rv xZ— y?
4) Evaluate fﬂ fﬁ W changing into polar co-

=T

ordinates.

1 F2—x
5) By changing the order of integration, evaluate fﬂ fxz Xy dx d}'

P
6) Evaluate f fﬁ* 1ot N 1 *x xyzdz dy dx
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